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Abstract 

 One of the many promising potentials of artificial intelligence (AI) is its ability to 

improve public decision-making. But, until there is enough confidence for AI systems to act 

independently, humans will still play a prominent role in making decisions. However, these 

human-AI decision-making relationships create a new dynamic that, if not properly structured, 

can end up working against the principles and goals of administrative law. This thesis will focus 

on the human element in human-AI decision-making relationships and how these dynamics can 

be structured to promote the goals and principles of public decision-making. From the 

perspective of Canadian administrative law, the focus of this thesis will be a qualitative case 

study on three prominent AI decision-making systems – COMPAS, iBorderCtrl, and PredPol – 

that are already implemented in jurisdictions with analogous administrative law requirements.   



www.manaraa.com

 

 

iii 

 

Acknowledgments 
 

I would like to take this opportunity to thank all of the family, friends, professors, and 

mentors for all of their support, thoughts, perspectives, and guidance during this thesis project 

and throughout my education. First and foremost, there are the members of my thesis committee: 

Professor Matt Ratto who acted as my supervisor, Professor Chun Wei Choo who was my 

second reader, and Professor Amy Salyzyn from the University of Ottawa who was my external 

examiner. I am also deeply appreciative of all the support from my family: my parents, Jennifer 

and Mark Dockstator, as well as my brother Jacob Dockstator. There are also the many friends 

that have supported me throughout this project, with special thanks to Jesse Beatson, Calvin 

Tennakoon, Taylor Robertson, Chelsea Russell, Alex DeSantis-Smith, Adrian Beattie, and Jamie 

Duncan. And finally, thank you to all of the influential professors and mentors that I have been 

fortunate enough to work with and learn from: Selma Purac, Leslie Shade, Tim Blackmore, Lesli 

Bisgould, Camille Labchuck, Aneurin (Nye) Thomas, Ryan Fritsch, Benjamin Alarie, and 

Andrew Green.  



www.manaraa.com

 

 

iv 

 

Table of Contents 

1. Introduction ................................................................................................................................. 1 

1.1 Definitions ............................................................................................................................. 2 

1.2 Scope ..................................................................................................................................... 3 

1.3 Methodology ......................................................................................................................... 5 

2. Background ................................................................................................................................. 5 

2.1 Administrative Bodies ........................................................................................................... 5 

2.2 Artificial Intelligence (AI) .................................................................................................... 6 

2.3 Benefits of AI in Administrative Contexts ............................................................................ 8 

3. Tensions between Administrative Law and AI ........................................................................... 9 

3.1 Duties and Obligations in Administrative Decision-Making ................................................ 9 

3.1.1 Procedural Fairness....................................................................................................... 10 

3.1.2 Impartial Decision-Making ........................................................................................... 12 

3.1.3 Substantive Judicial Review ......................................................................................... 12 

3.1.4 Key Points..................................................................................................................... 14 

3.2 Sources of Conflict in in AI Decision-Making ................................................................... 15 

3.2.1 Bias in AI Decision-Making ......................................................................................... 15 

3.2.2 Transparency in AI Decision-Making .......................................................................... 17 

3.3 Tensions Between Administrative Law and AI Decision-Making ..................................... 18 

3.4 Human-AI Decision-Making Relationships as a Solution .................................................. 19 

4. New Considerations in Human-AI Decision-Making Relationships ........................................ 20 

4.1 Biases and Heuristics .......................................................................................................... 20 

4.1.1 Anchoring and Adjustment ........................................................................................... 22 

4.1.2 Confirmation Bias......................................................................................................... 22 

4.1.3 Default/Status Quo Bias ............................................................................................... 22 

4.1.4 Sunk Cost Effect ........................................................................................................... 23 

4.1.5 Order Effects ................................................................................................................. 23 

4.2 Trust and Suspicion ............................................................................................................. 24 

4.3 Significance ......................................................................................................................... 25 

5. Methodology ............................................................................................................................. 25 

5.1 Qualitative Case Study ........................................................................................................ 25 



www.manaraa.com

 

 

v 

 

5.2 Selection Criteria ................................................................................................................. 26 

5.3 Analytic Framework ............................................................................................................ 27 

5.3.1 Inquiring into Human-AI Dynamics............................................................................. 28 

5.3.2 Inquiring into the Legal Context Surrounding AI ........................................................ 29 

5.4 Methodology Summary ....................................................................................................... 30 

6. Case Study ................................................................................................................................ 32 

6.1 COMPAS Risk Assessment System ................................................................................... 33 

6.1.1 Relation to Human Decision-Makers ........................................................................... 37 

6.1.2 Relation to Broader Legal Context ............................................................................... 40 

6.1.3 Structures within the COMPAS-Court Dynamic ......................................................... 42 

6.1.4 Unaddressed Factors in the COMPAS-Court Dynamic ............................................... 44 

6.2 European Union’s iBorderCtrl ............................................................................................ 45 

6.2.1 Relation to Human Decision-Makers ........................................................................... 48 

6.2.2 Relation to Broader Legal Context ............................................................................... 51 

6.2.3 Structures Within the iBorderCtrl-Border Guard Dynamic ......................................... 52 

6.2.4 Unaddressed Factors in the iBorderCtrl-Border Guard Dynamic ................................ 54 

6.3 The Los Angeles Police Department’s PredPol Predictive Policing System ...................... 55 

6.3.1 Relation to Human Decision-Makers ........................................................................... 58 

6.3.2 Relation to Broader Legal Context ............................................................................... 59 

6.3.3 Structures Within the PredPol-Police Officer Dynamic ............................................... 60 

6.3.4 Unaddressed Factors in the PredPol-Police Officer Dynamic ...................................... 61 

7. Discussion ................................................................................................................................. 62 

7.1 Common Themes Found Across Case Studies ................................................................... 63 

7.2 Relevance to Canadian Administrative Contexts ................................................................ 65 

7.3 Structuring Effective Decision-Making Relationships ....................................................... 66 

7.4 Future Steps ......................................................................................................................... 69 

8. Conclusion ................................................................................................................................ 69 

References ..................................................................................................................................... 71 

Appendix A: COMPAS Risk Assessment Survey ........................................................................ 77 

Appendix B: Sample COMPAS Risk Assessment ....................................................................... 80 

Appendix C: Sample Presentence Investigation Report ............................................................... 81 

Appendix D: Example PredPol Hotspot Map ............................................................................... 99 



www.manaraa.com

 

 

vi 

 

 
 

List of Tables 

Table 1: Summary of the Analytic Framework ............................................................................ 31 

 

List of Appendices 

Appendix A: COMPAS Risk Assessment Survey ........................................................................ 77 

Appendix B: Sample COMPAS Risk Assessment ....................................................................... 80 

Appendix C: Sample Presentence Investigation Report ............................................................... 81 

Appendix D: Example PredPol Hotspot Map ............................................................................... 99 



www.manaraa.com

1 

 

 

 

1. Introduction  

 As Artificial Intelligence (AI) programs become increasingly capable, they will hold a 

corresponding increasing potential for public decision-making. This potential is reflected in the 

many governments that have expressed an interest in learning about how they can take advantage 

of AI capabilities. In June 2018, the Canadian Federal government’s Treasury Board Secretariat 

released a Request for Information to learn about where and how it can responsibly use AI 

programs (Treasury Board Secretariat of Canada, 2018). At the 2018 G7 summit in In February 

2019, the United States president signed an executive order entitled, “Maintaining American 

Leadership in Artificial Intelligence” to provide leadership for “shaping the global evolution of 

AI in a manner consistent with out Nation’s values, policies, and priorities” (Trump, 2019, sec. 

1). And, in April of 2018, twenty five countries in the European union signed a “Declaration of 

cooperation on Artificial Intelligence” to ensure Europe’s competitiveness in relation to AI as 

well as deal with the social, economic, ethical, and legal questions that surround it (European 

Commission, 2018a). As governments increasingly look to adopt AI technology, they give rise to 

the corresponding question of how humans and AI programs work together. 

 This thesis will explore human-AI decision-making relationships in Canadian 

administrative contexts and how these dynamics can be structured to enhance their effectiveness 

and promote consistency with the obligations surrounding public decision-making. This thesis 

will proceed in eight major sections. Following this introduction, the second section will provide 

background information on Canadian administrative bodies, artificial intelligence, and how these 

administrative bodies can benefit from AI. The third section will discuss the tensions between 

Canadian administrative law and the current state of AI technology and how human-AI decision-
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making relationships can help alleviate this tension while section four will introduce the new 

considerations that arise when humans interact with AI programs. The fifth section will introduce 

this paper’s methodology and the analytic framework that will be applied to the cases in section 

six. The seventh section reflects on the case studies and will discuss their common themes, 

relevance to Canadian administrative contexts, and introduce some examples of how human-AI 

decision-making relationships can be differently structured. The eighth section will conclude this 

thesis. Before beginning section two, the remaining subsections will introduce some definitions, 

establish the scope of this thesis, and briefly introduce the methodology.  

1.1 Definitions 

Decision-Maker:  

As administrative bodies are created through legislation, there is a lot of flexibility in 

how they perform their functions. Relevant to this thesis, this flexibility means that there is a lot 

of variation in who is making the decision, from individuals to groups of people. The term, 

“decision-maker” will be used to refer to all of the different individuals and groups that make 

decisions in administrative contexts.  

Artificial Intelligence (AI):  

While “artificial intelligence” is a very broad term, it will have a more restricted meaning 

within the context of this paper as it will refer to computer programs developed through machine 

learning techniques. This narrower definition is used because of the unique issues of 

transparency and bias that follow from machine learning in comparison to explicitly coded 

programs, as will be discussed in more detail in sections 2(b) and 3(b). 
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Harmful Decision-Making Practices:  

There are many ways in which decision-making can lead to harmful outcomes. For 

example, irrelevant factors can be considered as relevant (or vice versa), factors can be weighted 

improperly and protected characteristics can be used to negatively impact the decision subject’s 

interests. This term captures a broader range of decision-making practices that can lead to 

harmful outcomes than terms like “bias” and “discrimination”. Further, this term is more neutral 

and escapes the often negative connotations surrounding “bias” and “discrimination” which can 

have more neutral or positive meanings. For example, decision-making processes can be biased 

favourably towards disadvantaged groups while “discrimination” can be understood more 

neutrally as an exercise in classification. 

Decision Subject:  

The term “decision subject” will be used to broadly refer to an individual, group, 

organization, or other entity that is affected by an administrative decision. Because 

administrative decisions can take a wide variety of forms, this term will be used to refer to the 

correspondingly wide variety of subjects that can be subject to administrative decisions. 

1.2 Scope 

 There are three main restrictions to the scope of this paper that will be introduced here. 

First, this thesis focuses on the human elements of human-AI decision-making relationships 

rather than working to solve the concerns within AI decision-making itself. As will be discussed 

in section 3(c), there are prominent concerns about bias and transparency in AI decisions. This 

thesis will not be working to solve these concerns through better software development practices 
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and techniques, but rather will look at how these concerns are addressed through relationships 

with human actors. As will be discussed in section 3(b), this paper will construct AI programs as 

having a sufficiently robust development process so that there are no immediate or obvious 

issues of bias, but that the possibility of harmful decision-making practices cannot be fully 

eliminated. 

Second, this thesis will be written from the perspective of Canadian administrative law. 

In contrast to other public decision-making contexts, administrative law has been selected 

because administrative bodies have a significant degree of freedom when determining how each 

of their processes balances the needs of “fairness, efficiency, and predictability of outcome” 

(Knight v. Indian Head School Division No. 19, 1990, p. 685). This flexibility allows for a 

greater range of possibilities when considering how decision-making processes address the 

unique challenges of AI decision-making. However, it is the hope that the principles and 

foundations that contribute to the analytic framework and case study hold enough commonality 

with broader values of public decision-making so that the findings and insights are generalizable 

to other contexts. 

Third, this thesis only aims to map out early implementations of human-AI decision-

making relationships. While the discussion section introduces a few decision-making structures 

that can help compensate for harmful decision-making practices, these should be thought of more 

as tools that may be appropriate in certain contexts, rather than a comprehensive framework that 

can help guide the development of administrative processes. Consequently, a full solution to any 

problematic dynamics or structures is outside of this paper’s scope, especially given the diversity 

of administrative bodies and their functions. 



www.manaraa.com

5 

 

 

 

1.3 Methodology 

 This thesis will be following Merriam and Tisdell’s methodology for a “qualitative case 

study” to analyze the selected cases of human-AI decision-making relationships (Merriam & 

Tisdell, 2015). This methodology will be introduced in more detail in section 5 before its 

application in section 6. 

2. Background 

 In order to properly discuss the tensions between AI and the obligations of public 

decision-makers, this section will introduce the role of administrative bodies in Canadian 

governance, key characteristics of Artificial Intelligence, and how AI can benefit administrative 

bodies.  

2.1 Administrative Bodies 

 While they are not an original part of Canadian governance, administrative bodies 

developed in response to a need for government decision-making in contexts which neither the 

court, executive, or legislature were suited for (Flood & Sossin, 2013, pp. 4–5). Against a 

backdrop of intense debate of whether or not such bodies should exist, the first “non-elected full-

time body outside any departmental structure” began with the Railway Act of 1903 which created 

Board of Railway Commissioners (Law Reform Commission of Canada, 1980, p. 23). This 

reflected a significant shift where experts were appointed to decide issues rather than to merely 

advise politicians which was iterated again with the Canada Grain Act of 1912 which established 

an administrative agency to generally oversee “all matters related to the inspection, weighing, 

trading and storage of grain” (Law Reform Commission of Canada, 1980, p. 24). From these 

beginnings, the growth of administrative bodies rapidly grew as government intervention greatly 
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expanded to meet the war effort for World War I (Law Reform Commission of Canada, 1980, p. 

24). These administrative bodies proliferated because they held a set of advantages that made 

them better suited to deal with certain issues than the executive, legislature, or judiciary.  

There are three main characteristics of administrative bodies which define the niche that 

they fulfill: expertise, throughput, and political insulation. First, administrative bodies provide a 

level of domain expertise that may not be found in elected representatives or the judiciary (Law 

Reform Commission of Canada, 1980, p. 35). Second, administrative bodies deal with a large 

quantity of issues that would take up a disproportionate amount of time if they were to be 

resolved through parliamentary or judicial processes (Law Reform Commission of Canada, 

1980, p. 35). And finally, administrative bodies are not directly affected by the political 

considerations in the same way that elected representatives must always consider the electorate 

and political optics which can negatively influence decisions (Law Reform Commission of 

Canada, 1980, p. 35).  As the scope of government function grew, administrative bodies were 

created to fulfill a need for arm’s-length decision-making with specialized expertise and greater 

decision-making capacity (Flood & Sossin, 2013, p. 8).  

2.2 Artificial Intelligence (AI) 

Often, the terms “artificial intelligence” and “machine learning” are used 

interchangeably, but the differences between them are important for this paper. The modern field 

of “Artificial Intelligence” started in the 1950s and refers to “understanding, modeling, and 

replicating intelligence and cognitive processes by invoking various computational, 

mathematical, logical, mechanical, and even biological principles and devices” (Frankish & 

Ramsey, 2014, pp. 1, 17). Machine learning represents a subfield which, in contrast to previous 

computer programs that can “only [execute] the algorithm it was programmed to run”, focuses 
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on programs that have “the capacity to define or modify decision-making rules autonomously ” 

(Alpaydin, 2016, p. 16; Frankish & Ramsey, 2014, p. 18; Mittelstadt et al., 2016, p. 3). This 

difference means that programs can be considered as AI if they perform human-like tasks but can 

only be considered as ML when they “learn” how to perform tasks from analyzing data rather 

than explicit programming from humans. While ML research has its origins in a checker playing 

program designed by Arthur Samuel in 1959, ML has only recently become competent enough 

for widespread implementation because of the availability of powerful and inexpensive 

computing resources and vast datasets (Frankish & Ramsey, 2014, p. 18; O’Leary, 2013, p. 96).  

At its foundation, ML-based AI programs use large amounts of data to generate models 

that provide a prediction about how future cases should be understood. In a very simple 

summary, ML programs generate models through “training” where the program searches for 

patterns and probabilities in a dataset (Broussard, 2018, p. 32). While there are many different 

techniques which ML programs use to search for patterns and probabilities – such as deep 

learning, neural networks, supervised learning, and unsupervised learning – a common feature is 

that ML programs use the dataset to determine how the features of the input data relate to the 

outcome (Alpaydin, 2016, pp. 24–25). Once the training process is complete, the AI program 

will have defined the weight of each data point’s influence over the outcome to create a “model” 

which can be used to predict the outcome for similarly structured data that it has not encountered 

before (Broussard, 2018, p. 32).  

The contemporary advancements in AI are enabled through foundations in Big Data. 

“Big Data” refers to a trend of decreasing storage costs alongside increasing computing power to 

the point where it was feasible for companies to collect and store vast amounts of data (de Laat, 

2017, p. 2; Lazer & Radford, 2017, p. 20). These developments made it economically feasible to 
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collect minute details that can be leveraged to make decisions in large areas of society, such as 

credit worthiness, employment and hiring, higher education, and criminal justice (Executive 

Office of the President, 2016, p. 2). Since the era of Big Data began, data collection techniques 

have only become more refined as storage has only become less expensive, computers more 

powerful, and sensors more ubiquitous (Executive Office of the President, 2016, p. 4). While AI 

predates Big Data, the data collection, storage, and processing capabilities that define Big Data 

have created the datasets necessary to fuel growth and capability in AI systems.  

2.3 Benefits of AI in Administrative Contexts 

 While there is a lot discussion about how AI will fundamentally transform society, AI 

programs can provide many benefits for administrative decision-making as many AI capabilities 

align with the rationale for administrative bodies. First, and perhaps most obviously, AI 

programs can improve the efficiency of administrative bodies by analyzing information and 

producing a decision faster with less cost than a human or group of humans would (Gaon & 

Stedman, 2019, p. 19). Second, AI programs can also improve access to justice as more efficient 

decision-making can lower costs, provide faster decisions and lower barriers related to the time 

and cost of travelling to an administrative body (Beatson, 2018, p. 320). Further, AI programs 

can enhance equality under the law as all decisions would be made by the same program instead 

of a diverse array of human decision-makers (Corbett-Davies, et al., 2017, p. 1). Even though the 

administrative body’s previous decisions are not binding on itself, it is still desirable that similar 

cases are still decided similarly (Domtar Inc. V. Quebec (Commission d’appel en matière de 

lésions professionnelles), 1993, p. 799). And finally, AI decision-making can promote the equal 

application of the law as all decisions would be decided by the same program instead of humans 

which are very diverse and can be influenced by a wide array of conscious and unconscious 
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processes (Beatson, 2018, pp. 323–324; Jones, 2013, p. 121; Rehaag, 2017, p. 53). These 

benefits strongly map onto the rationale of administrative bodies which, as mentioned 

previously, were created to provide expert, efficient, and arms-length decision-making on behalf 

of parliament. 

3. Tensions between Administrative Law and AI 

 While AI programs can significantly contribute to administrative decision-making, these 

benefits are contingent on their proper design, implementation, and operation. There are many 

points where AI programs can fail to uphold the duties of public decision-makers and, instead, 

promote harmful decision-making practices. This section will first review the duties and 

obligations imposed on public decision-makers under Canadian administrative law, review 

potential sources of conflict between AI decision-making and the duties of public decision-

makers, and conclude with a discussion of how human involvement can help alleviate these 

conflicts. 

3.1 Duties and Obligations in Administrative Decision-Making 

  Consistent with the wide variety administrative bodies and their functions, administrative 

law has also developed a complex flexibility to accommodate the diverse processes and 

decisions that administrative bodies deal with. This subsection will provide a brief overview of 

the requirements of procedural fairness, impartial decision-making, and substantive review to 

provide a framework of duties and responsibilities for the following discussions of human-AI 

decision-making relationships. 
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3.1.1 Procedural Fairness 

 While administrative bodies generally have the freedom to determine their own decision-

making process, administrative law requires that their procedures meet the requirements of 

procedural fairness. Procedural  fairness embodies the principle that those affected by an 

administrative decision “have the opportunity to present their case fully and fairly, and have 

decisions affecting their rights, interests, or privileges made using a fair, impartial, and open 

process” (Baker v. Canada (Minister of Citizenship and Immigration), 1999, para. 28). Yet, as 

the diversity of administrative bodies requires a more flexible approach, the requirements of 

procedural fairness are “eminently variable and… to be decided in the specific context of each 

case” in relation to the “statutory, institutional, and social context” of the decision being made” 

(Baker v. Canada (Minister of Citizenship and Immigration), 1999, para. 28; Dunsmuir v. New 

Brunswick, 2008, para. 79).  

 The demands of procedural fairness in any particular administrative context are 

determined through a two-part test. First, procedural fairness will only apply if the administrative 

decision affects “the rights, privileges or interest of an individual” (Baker v. Canada (Minister of 

Citizenship and Immigration), 1999, para. 20). If this threshold is met, then the court will 

proceed to consider five separate factors: 

1. “[T]he nature of the decision being made and the process followed in making it”, 

where the subject’s procedural entitlements will be more demanding if the decision-

maker’s process is more similar to judicial processes (Baker v. Canada (Minister of 

Citizenship and Immigration), 1999, para. 23). 

2. “[T]he nature of the statutory scheme and ‘the terms of the statute pursuant to 

which the body operates’” which considers how the decision made relates to the larger 
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statutory scheme. For example, if the decision cannot be appealed, then the demands of 

procedural fairness are more strict or, if the decision is about an exception to broader 

statutory rules, then procedural fairness will be less demanding (Baker v. Canada 

(Minister of Citizenship and Immigration), 1999, paras. 24, 31). 

3. The importance of the decision to the individual or individuals affected where more 

important or significant decisions support a more rigorous process (Baker v. Canada 

(Minister of Citizenship and Immigration), 1999, para. 25). 

4. The legitimate expectations of the person challenging the decision, where procedural 

fairness will be more strict if the claimant had “a legitimate expectation that a certain 

result will be reached” but was not met (Baker v. Canada (Minister of Citizenship and 

Immigration), 1999, para. 26). 

5. The choices about procedure made by the agency itself, where the court must respect 

the ADM’s established procedures, especially when the statute grants the power for the 

administrative body to make its own procedures or the administrative body has expertise 

to determine appropriate procedures (Baker v. Canada (Minister of Citizenship and 

Immigration), 1999, para. 27). 

After considering these factors, the court will decide the level of procedural fairness that is 

appropriate to the circumstances and whether this standard is met by the administrative body’s 

existing procedures (Flood & Sossin, 2013, p. 27). If the existing procedures are insufficient, the 

court may require additional procedural elements such as an oral hearing, the opportunity for 

written arguments to be submitted, or requiring the decision-maker to provide reasons for its 

decision (Flood & Sossin, 2013). 
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3.1.2 Impartial Decision-Making 

Another tenet of procedural fairness is that decisions should “be made free from a 

reasonable apprehension of bias by an impartial decision-maker” (Baker v. Canada (Minister of 

Citizenship and Immigration), 1999, para. 45). A reasonable apprehension of bias is determined 

under the following test: 

what would an informed person, viewing the matter realistically and practically - and 

having thought the matter through - conclude. Would he think that it is more likely than 

not that [the decision-maker], whether consciously or unconsciously, would not decide 

fairly (Baker v. Canada (Minister of Citizenship and Immigration), 1999, para. 46). 

Importantly, the standards for a reasonable apprehension of bias can vary depending on the 

“context and the type of function performed by the administrative decision-maker involved” 

(Baker v. Canada (Minister of Citizenship and Immigration), 1999, para. 47). For example, in 

Baker, the decision-maker was an immigration officer and, within this context and function, the 

Supreme Court of Canada found that the test for bias must account for “a recognition of 

diversity, an understanding of others, and an openness to difference” which was not 

demonstrated (Baker v. Canada (Minister of Citizenship and Immigration), 1999, pp. 47–48). 

Here, the Court provides guidance that bias is defined relative to the decision being made, rather 

than being a static element to look for. 

3.1.3 Substantive Judicial Review 

 In contrast to procedural fairness which is concerned with the transparency of and ability 

for affected individuals to participate in the decision-making process, substantive judicial review 

(“substantive review”) evaluates the merits of the administrative decision itself (Dunsmuir v. 
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New Brunswick, 2008, para. 130). However, similar to procedural fairness, the requirement of 

“acceptable” is context-dependent which is captured in the question of what “standard of review” 

the decision will be reviewed under.  

There are two standards of review which determine how strictly the court will review the 

ADM’s decision: reasonableness and correctness. (Dunsmuir v. New Brunswick, 2008, paras. 34, 

45). Under the reasonableness standard, the court is concerned with checking for “justification, 

transparency and intelligibility” and, ultimately, whether “the decision falls within a range of 

possible, acceptable outcomes which are defensible in respect of the facts of law” (Dunsmuir v. 

New Brunswick, 2008, para. 47). Reasonableness is a deferential standard which requires courts 

to hold “a respectful attention to the reasons offered or which could be offered in support of a 

decision” (Dunsmuir v. New Brunswick, 2008, p. 48). In contrast, the standard of correctness 

involves no deference as the court undergoes its own analysis and uses its own conclusion 

instead of the ADM’s (Dunsmuir v. New Brunswick, 2008, p. 50).  

The correct standard of review is determined through a two-step process. First, the court 

must look to previous decisions to see if the appropriate standard of review for the current 

context has been determined before (Dunsmuir v. New Brunswick, 2008, paras. 57–58). If the 

standard of review for a particular context has not been determined before, then the appropriate 

standard of review is selected by the “pragmatic and functional” test outlined below: 

1. The Existence of a privative clause will strongly support a reasonableness standard as it 

indicates that the legislature intended to give the decision-maker greater deference 

(Dunsmuir v. New Brunswick, 2008, para. 52). A “privative clause” is a statutory 

provision that “limit[s] or preclude[s] judicial review of a defined category of 

administrative action or decision (Mann & Blunden, 2010). 
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2. A question of fact, discretion or policy will normally “automatically” apply a 

reasonableness standard (Dunsmuir v. New Brunswick, 2008, para. 53). 

3. A tribunal interpreting its enabling statute, closely connected statutes, or other legal 

areas it has gained expertise in will support reasonableness because of the tribunal’s 

familiarity and expertise with the law (Dunsmuir v. New Brunswick, 2008, para. 54). An 

“enabling statute” in this context refers to the legislation that gives the administrative 

body its powers (Law, 2018). 

4. The nature of the question of law, where a question of jurisdiction or “central 

importance to the legal system” and outside of the ADM’s “specialized area of expertise” 

will support a correctness standard (Dunsmuir v. New Brunswick, 2008, paras. 55, 59–

60). Here, a question of jurisdiction is when the tribunal determined if its enabling statute 

granted it the power to decide a particular matter (Dunsmuir v. New Brunswick, 2008, 

para. 59). 

3.1.4 Key Points 

 From this overview of administrative law, there are a few key elements that will be 

important to later discussions of artificial intelligence. These key elements will be outlined 

below: 

1. Administrative law must accommodate a very diverse range of decision-making 

structures and processes. 

2. To accommodate this diversity, administrative law has developed tests for procedural 

fairness, bias, and substantive judicial review that are defined relative to the subject 

matter and legal context of the decision. 
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3. Courts are generally reluctant to intervene in the substance of a decision unless it is an 

issue of jurisdiction or “central importance to the legal system” outside of the ADM’s 

expertise. 

Collectively, the requirements of procedural fairness, impartial decision-making, and 

substantive judicial review form the obligations and responsibilities of public decision-makers 

within the context of this paper. While there are many more sources of obligations and 

responsibilities in administrative law, the ones introduced in the previous subsections are highly 

relevant to human-AI decision-making relationships and will form the foundation for how these 

relationships are evaluated. The significance of these obligations and responsibilities will be 

discussed in section 3(c) after section 3(b) establishes how they are in tension with AI decision-

making.  

3.2 Sources of Conflict in in AI Decision-Making 

 The current state of AI development can conflict with the duties and obligations of public 

decision-making established in the previous subsection. This subsection will discuss bias and 

transparency concerns in contemporary AI programs to support the following discussion of how 

implementing AI programs in administrative decision-making contexts can be problematic.   

3.2.1 Bias in AI Decision-Making 

 Concerns about bias surround the possibility that AI programs create harmful correlations 

between a protected characteristic and a negative outcome (Barocas, Bradley, Honavar, & 

Provost, 2017, p. 2; BC Human Rights Tribunal, n.d.). Bias is most explicitly found when 

protected characteristics such as race, gender, and age are used to make decisions (Barocas et al., 

2017, p. 2). While it is fairly easy to prevent ML programs from directly considering protected 
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characteristics, the task of eliminating bias is much more difficult and complicated (Barocas et 

al., 2017, p. 2). At its foundation, AI programs can develop biases because, during the training 

process, their task is to identify whatever features of the data are relevant to the outcome to 

create an accurate prediction. This process creates various opportunities for bias to emerge.  

First, the AI program may develop biases by “learning” from an incomplete dataset. If 

data collection practices fail to include important information or fail to include certain groups, 

then the AI program will not “learn” how to properly evaluate missing or underrepresented 

information during operation (IEEE, 2016, p. 26). A simple example would be a face-detection 

system that was trained on Caucasian faces which would then have difficulty recognizing non-

Caucasian skin tones (IEEE, 2016, p. 27). Similarly, if a dataset generated from the internet is 

used for training an ML program, populations with lower internet use will likely be 

underrepresented (Mergel, Rethemeyer, & Isett, n.d., p. 933). Ensuring that that AI programs 

learn from a representative dataset is a difficult, yet necessary task. 

 Second, AI programs can revive and perpetuate historical biases that contributed to the 

dataset. For example, historical biases in police forces could result in more information gathering 

on minority communities which results in predictive policing programs devoting more police 

resources towards minority communities (Karppi, 2018, p. 4; Lum & Isaac, 2016, p. 18). 

Similarly, computer programs may learn gendered word associations, such as associating 

“receptionist” with “female”, when training on natural language datasets (Bolukbasi, Chang, 

Zou, Saligrama, & Kalai, 2016, p. 1; Caliskan, Bryson, & Narayanan, 2017, pp. 183–184). When 

working with historical datasets, it is very difficult to identify any biases that went into its 

development. 
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 Human programmers can also contribute to biased AI programs through the subjective 

decisions inherent in the development process. Far from being an objective process, there are 

many choices with many possible outcomes that must be made when developing a ML program 

which have no clearly correct choice (Mittelstadt et al., 2016, p. 7). For example, AI developers 

can unintentionally influence the AI program when labelling training data. In a more malicious 

example, an AI program could intentionally bias the training data which, without sufficient 

transparency and testing, would be hidden in the AI program’s operation (Barocas & Selbst, 

2016, pp. 681–682, 692). As a result of these subjective choices, ‘‘the values of the author [of an 

algorithm], wittingly or not, are frozen into the code, effectively institutionalising those values’’ 

(Macnish, 2012, p. 158).  

The issue of bias would not be so problematic if an AI program’s “reasoning” could be 

easily audited for any harmful decision-making practices. If this were the case, then incorrect 

decisions could be easily identified and remediated. However, the training process creates an 

inherent layer of opacity that makes it quite difficult to determine how an AI program made any 

particular decision. 

3.2.2 Transparency in AI Decision-Making  

 Machine learning programs are generally viewed as inherently opaque because of how 

difficult it is to understand the relationships they “learn” through the training process. As ML 

programs generate a model from the training data, it becomes difficult to interpret “how each of 

the many data-points used… contribute to the conclusions it generates” (Mittelstadt et al., 2016, 

p. 4). While releasing the program’s source code for analysis may seem to solve the issue of 

transparency, it is not completely effective in the ML context as “the decisional rule itself 

emerges automatically from the specific data under analysis, sometimes in ways that no human 
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can explain” (Kroll et al., 2017, p. 638). The complexity generated through the training process 

creates a considerable barrier to developing transparent and accountable ML programs. 

 Even if an AI program can communicate all the factors it considered to make a decision, 

the possibility of proxy factors still creates significant barriers for effective transparency. A 

“proxy factor” occurs when an otherwise acceptable factor corresponds to a protected 

characteristic that should not be considered (Mittelstadt et al., 2016, p. 8). A prominent historical 

example is ‘redlining’ where banks would refuse services to people located in certain areas; 

while location is not a protected characteristic, the specified locations corresponded to race 

which made the practice discriminatory (d’Alessandro, O’Neil, & LaGatta, 2017, p. 121). 

Similarly, even if ML programs do not explicitly consider a protected characteristic, which is a 

fairly easy task to accomplish, it may pick up associations which correspond to a protected 

characteristic that are much harder to detect (Kilbertus et al., 2017, p. 2; Romei & Ruggieri, 

2014, p. 584).  

3.3 Tensions Between Administrative Law and AI Decision-Making 

 There are three major potential conflicts between AI programs and the requirements of 

administrative law that can create barriers for implementing AI programs in public contexts. 

Putting the previous two subsections in conversation with each other, this subsection will discuss 

how the concerns about bias and transparency in AI programs create three significant sources of 

tension with the interest of impartial, transparent, and fair public decision-making under 

Canadian administrative law. 

First, the potential for AI programs to develop bias can conflict with the requirement for 

ADMs to make impartial decisions. This source of tension results from sections 3(a)(ii) and 
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3(b)(i) which discussed how ADMs must make decisions impartially and that AI systems can 

“learn” harmful decision-making practices from the datasets they train on. If an AI program acts 

on a prohibited bias, then this would conflict with the duty of impartial decision-making.  

Second, concerns about a lack of transparency in AI programs can not only compound 

the issue of bias, but also conflict with procedural fairness requirements as well. As discussed in 

section 3(b)(ii), AI programs cannot be fully transparent yet, which makes it difficult to find and 

address any harmful decision-making practices. In relation to the requirements of procedural 

fairness establishes in section 3(a)(i), the lack of transparency can also conflict with requirements 

to give reasons to the decision subject as the decision may not be fully explainable.  

And finally, any remedies ordered to correct an AI program can be undermined because 

the level of efficiency and scale that they can operate on. While AI programs are promising 

because they can help increase the efficiency of administrative bodies as established in section 

2(c), this also means that any faults found in them after their implementation could have already 

influenced many more decisions than a human decision-maker could have made. This means that 

relying on ex-post review of AI decisions carries more risk as errors can propagate on a much 

larger scale than previously possible. 

3.4 Human-AI Decision-Making Relationships as a Solution 

 One solution to the potential detriments of AI programs is to create decision-making 

processes that integrate both human and AI capabilities. This is reflected in the Government of 

Canada’s Directive on Automated Decision-Making (“the Directive”). The Directive organizes 

Automated Decision Systems into four categories, with “Level I” making the least consequential 

decisions and “Level IV” making the most consequential decisions (Government of Canada, 
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2019, sec. Appendix B).  The Directive further requires that higher level systems being held to 

proportionally higher standards of development and operation (Government of Canada, 2019, 

sec. Appendix C). Most immediately relevant are the “human-in-the-loop” requirements for 

Level III and Level IV systems which state that “[d]ecisions cannot be made without having 

specific human intervention points during the decision-making process; and the final decision 

must be made by a human (Government of Canada, 2019, sec. Appendix C). Of central 

importance to this thesis is the trust placed in human co-determination and oversight of AI 

programs where humans are always involved and have final discretion over the most significant 

decisions. As the following section will show, putting humans in decision-making relationships 

with AI systems creates new dynamics that must be accounted for to promote positive processes 

and outcomes.   

4. New Considerations in Human-AI Decision-Making 

Relationships 

 While humans can significantly contribute to monitoring for and preventing harmful 

decision-making practices in AI programs, this also adds additional considerations found in the 

relationship between humans an AI programs. This section will discuss how cognitive biases and 

heuristics, incentives, and trust can upset effective decision-making relationships.  

4.1 Biases and Heuristics 

 While they are often perceived negatively, biases and heuristics are not always harmful 

and, in many cases, can be quite valuable. Biases and heuristics can be generally understood as 

strategies and rules that help simplify and process large amounts of information which can lead 
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to “systematic and predictable errors in judgment” (Blumenthal-Barby & Krieger, 2015, p. 539). 

Even though relying on a bias or heuristic can potentially lead to relevant information being 

overlooked or skew the weighting of known information, they also act as valuable mechanisms 

to conserve attentional resources and make reasonable decisions when it is impractical to engage 

in more extensive information gathering and processing (Blumenthal-Barby & Krieger, 2015, pp. 

539–530; Choo, 2005, p. 208).  

However, biases and heuristics can be harmful because of their often subtle and 

persuasive nature in decision-making. As Jones writes, biases and heuristics can operate invisibly 

as the brain constructs rational justifications for their operation after they have already 

unconsciously exerted their influence (Jones, 2013, pp. 60–61). Further, even when the 

individual is consciously aware of activated biases and heuristics, “the mind’s inclination is to 

support and confirm, rather than to critically analyze and constantly reconsider” (Jones, 2013, p. 

61). For these reasons, any ways in which an AI program can activate biases and heuristics in 

human decision-makers can increase the prominence and impact of harmful decision-making 

practices. 

This subsection will be largely guided by Blumenthal-Barby and Kreiger’s work on 

biases and heuristics. Blumenthal-Barby and Kreiger’s work consists of a review of 214 

empirical studies on biases and heuristics in decision-making; which identified a total of 19 

different biases and heuristics  that manifest in human decision-making (Blumenthal-Barby & 

Krieger, 2015, p. 542). As this work was completed in the context of medical decision-making, 

the survey will be used to identify the biases and heuristics that are relevant to the context of 

human-AI decision-making relationships (Blumenthal-Barby & Krieger, 2015).  
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4.1.1 Anchoring and Adjustment 

 Anchoring and adjustment biases occur where an initial value will often bias responses 

towards it even if the value itself is arbitrary. (Kahneman, Ritov, & Schkade, 1999, p. 226). 

Applied to human-AI decision-making, anchoring and adjustment bias can limit the human 

actor’s ability to intervene or contribute to the decision by inhibiting any adjustments or 

deliberations from straying far from the AI’s determination. This can compromise the decision-

making process as anchoring biases could prevent the human from making substantial 

adjustments when necessary. On a larger scale, anchoring and adjustment biases can allow 

harmful decision-making practices to go unaddressed as the human actor does not sufficiently 

compensate for them.  

4.1.2 Confirmation Bias 

 Confirmation bias occurs where one believes that “there is more support for [their] 

beliefs than actually exists in the evidence at hand” (Kahneman, Tversky, & Slovic, 1982, p. 

149). Confirmation bias poses a risk to human-AI decision-making relationships as it creates the 

risk that human actors will only use the AI output when it reinforces their own evaluation and 

otherwise discard it. The opportunity for confirmation bias to express itself is problematic as it 

can undermine any intended benefits gained from the consistent application of the law through 

the AI program. 

4.1.3 Default/Status Quo Bias 

 The default/status quo bias reflects the strong tendency for individuals to accept the status 

quo and avoid disturbing it. In operation, this bias can lead humans to either over-accepting or 

over-rejecting AI decisions depending on how they are situated (Kahneman & Tversky, 2000, p. 
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163). The status quo bias can compromise human-AI decision-making relationships as it can lead 

human actors to avoid intervening in the AI’s decision. For example, if a human must provide 

reasons to intervene in an AI program’s decision but not to agree with it, then this establishes the 

AI program’s decision as a “default”. 

4.1.4 Sunk Cost Effect 

 A sunk cost effect favours continuation once “an investment in money, effort, or time has 

been made” (Arkes & Blumer, 1985, p. 124). In relation to human-AI decision-making, sunk 

cost effects create the risk that AI decisions will be regarded as an investment of effort which 

human actors would be hesitant to intervene in. For example, if the human decision-maker also 

operates an AI program, then they would have invested effort in producing the output which 

creates space for sunk cost effects to potentially inhibit any review of that output. 

4.1.5 Order Effects 

 The order in which information is presented can impact how persuasive that information 

is. “Order effects” refer to how information presented at the beginning (primacy effect) or end 

(recency effect) will be more easily remembered and have a greater impact on the outcome than 

information presented in the middle (Kahneman & Tversky, 2000, p. 569). Consequently, the 

timing of when the AI program’s decision is presented to the human overseer can influence its 

persuasiveness despite being an irrelevant factor. For example, if the AI output is presented 

before a human actor has the opportunity to consider the information, then the human’s ability to 

conduct an independent evaluation may be compromised. 
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4.2 Trust and Suspicion 

 To the extent that trust is the use of prior attitudes and beliefs to guide one’s judgment, it 

acts as a heuristic as well (Cummings, 2014, p. 7). However, in contrast to the previously 

discussed heuristics and biases, trust is unique as it represents the more social dimensions of 

human-automation interaction (Lee & See, 2004, p. 50). Structuring human-AI decision-making 

relationships presents the interesting challenge of maintaining the appropriate degree of trust and 

suspicion to support appropriate human reliance on AI decision-making. This subsection will 

largely rely on the influential work of Lee and See (2004), Parasuraman and Riley (1997), and 

Parasuman, Sheridan, and Wickens (2000).  

 In human-AI decision-making relationships, the amount of trust which the human 

element holds towards the AI program can problematically affect the decision to agree or 

intervene. Defined as “the attitude that an agent will help achieve an individual’s goals in a 

situation characterized by uncertainty and vulnerability”, trust in an AI program plays a 

significant role in whether the human overseer decides to agree or intervene (Lee & See, 2004, p. 

51; Parasuraman & Riley, 1997, p. 234). If humans trust automation too much, then it leads to 

the issue of “complacency” where “the operator may not monitor the automation and its 

information sources and hence fail to detect the occasional times when the automation fails” 

(Parasuraman, Sheridan, & Wickens, 2000, p. 291). The challenge in designing human-AI 

decision-making relationships is to maintain an appropriate amount of trust so that the human 

element is still likely to catch potential errors, but not too much or too little trust so that AI 

decisions are accepted or intervened in too often. 
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4.3 Significance  

 While a comprehensive overview of how human biases and heuristics contour human-AI 

decision-making relationships is beyond the scope of this thesis, the provided overview reflects 

the more prominent risks that they pose to proper decision-making. Alongside the previous 

section on the obligations and responsibilities of public decision-makers under Canadian 

administrative law, this section will inform the analytic framework that will be applied to the 

selected cases under the qualitative case study. 

5. Methodology 

 Using Merriam and Tisdell’s qualitative case study methodology, this section will 

establish the framework that will be used to study human-AI decision-making relationships in 

public contexts to determine how they have been implemented and address – or fail to address – 

the many concerns surrounding human-AI interactions. After providing an overview of the 

methodology and how it applies to human-AI decision-making relationships, the following 

subsections will establish the selection criteria and the relevant dimensions that each case will be 

compared across. 

5.1 Qualitative Case Study  

Under Merriam and Tisdell’s work, a qualitative case study is “an in-depth description 

and analysis of a bounded system” (Merriam & Tisdell, 2015, p. 39). Within this thesis, AI 

programs operating in public contexts will constitute the “bounded system”; while it is difficult 

to disentangle public AI systems from their overarching administrative and legal contexts, the 

bounded system will be defined as the decision-making process that AI systems are deployed in. 
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This will span the inputs into the decision-making process – such as information, applications, 

and people – and end with the process’ output and its surrounding context. 

This case study will largely rely on mining data from documents to analyze the selected 

cases (Merriam & Tisdell, 2015, p. 162). Because of their use in government decisions and their 

impacts on individual rights and interests, there are a lot of public documents and academic 

research to support inquiries into human-AI decision-making relationships (Merriam & Tisdell, 

2015, p. 163). Further, the software vendors often have robust information about their products 

which can also assist into this investigation. Here, “documents” is used to broadly capture “a 

wide range of written, visual, digital, and physical material relevant to the study” (Merriam & 

Tisdell, 2015, p. 162).  

5.2 Selection Criteria 

 Because of the relatively few uses of AI in public contexts, cases will be selected through 

purposive sampling (Merriam & Tisdell, 2015, p. 96). Purposive sampling has been selected over 

random sampling because it supports this thesis’ goal to discover “what occurs, the implications 

of what occurs, and the relationships linking occurrences” in human-AI decision-making 

relationships whereas random sampling is more suited for questions of quantity and frequency 

(Merriam & Tisdell, 2015, p. 96). Because of the relatively few uses of AI in public contexts, 

convenience sampling will be used to examine the relatively few implementations most relevant 

to Canada through the selection criteria outlined below (Merriam & Tisdell, 2015, p. 98). 

 First, and most fundamentally, the AI program must be implemented in public contexts 

meaning that it is used by a government to make legal determinations. This requires that the AI 
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program’s decisions have some legal significance by affecting the rights or interests of the 

subject. 

 Second, the government system must have legal protections for the subject that are 

similar to the protections required by Canadian law. Broadly, this means that the selected cases 

must be held to similar protections found in Canadian administrative law and, by extension, the 

Canadian Charter of Rights and Freedoms. 

 Third, and related to the scope of this paper, the AI program must be developed through 

machine learning techniques. While the definition of “artificial intelligence” is broader, the scope 

will be restricted as machine learning programs carry with them the unique issues of bias and 

transparency established in section 3(b).  

 Together, these criteria will maintain relevance between the examined cases and human-

AI decision-making relationships in Canadian administrative contexts. The first two criteria 

ensure that the AI system is subject to public decision-making obligations and responsibilities 

that are similar to those found under Canadian administrative law. The third requirement ensures 

that each case holds concerns about bias and transparency that cannot be fully resolved through 

technical means, and consequently require human and legal counterbalances to the trust placed in 

them.  

5.3 Analytic Framework 

 The following cases will be reviewed under a novel analytic framework that, building on 

the previously established administrative law requirements and biases in human-automation 

interaction, will help analyze the quality of human-AI decision-making relationships. Broadly, 

this analytic framework will ask, “How is the AI program situated in relation to human elements 
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in the decision-making process as well as the broader legal framework?” and will consist of two 

major dimensions. This question breaks down into two separate dimensions which the rest of the 

section will elaborate on.  

5.3.1 Inquiring into Human-AI Dynamics 

 The first dimension inquires about how the AI program is situated in relation to human 

aspects of the decision-making process. This dimension is largely rooted in the earlier discussion 

about human decision-making biases as it looks at the dynamics between humans and AI 

programs and how they can help amplify or compensate harmful decision-making practices in 

the other. 

1. The independence factor considers how closely humans and AI programs work together 

as a reflection of concerns about how much of an opportunity each element has to 

influence the other, such as through confirmation bias, trust, or suspicion (sections 

4(a)(ii) and 4(b)). This factor would consider questions such as whether the AI program 

operates autonomously through automated data collection, requires a human operator, or 

if it relies on many humans for data input. Similarly, there would also be a consideration 

of whether a human operator is also the decision-maker. It is also important to consider if 

humans and AI programs consider the same factors or if there is a division of labour 

where each considers separate factors.  

2. Looking at the sequence of AI programs examines when AI outputs are presented to 

human elements in the decision-making process. This factor will mainly address concerns 

about anchoring and adjustment, status quo bias, sunk cost effects, and order effects 

(sections 4(a)(i), 4(a)(iii), 4(a)(iv) and 4(a)(v)). The most prominent question that follows 
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from this factor asks about whether the human has an opportunity to independently 

consider the case before being presented with the AI’s output. 

3. Transparency looks at how the AI program’s output is communicated to humans as a 

product of concerns about trust and complacency, trust and suspicion, anchoring, and 

status quo bias (sections 4(a)(i), 4(a)(iii), 4(a)(v) and 4(b)). This factor will produce 

questions surrounding how much information an AI program gives about its decision for 

humans to engage with, such as how much the AI program’s “reasoning” is presented 

alongside its conclusions and whether a confidence level in the decision is calculated as 

well. 

4. The factor of instruction looks at how human elements in the decision-making process 

are trained and direct to interact with AI programs. First, this factor looks at whether any 

training was provided and, if so, its frequency (one-time or ongoing), what organization 

provided that training, and whether the training properly equips humans to interact with 

the AI program. Beyond any training provided, this factor also looks at any directions 

that the decision-maker must, should, or can consider.  

5.3.2 Inquiring into the Legal Context Surrounding AI 

 The second dimension of the analytic framework examines the legal context surrounding 

human-AI decision-making relationships. This dimension reflects the earlier discussion about the 

tensions between administrative law and AI. These factors reflect how much trust is placed in the 

AI program’s determinations and how the surrounding legal context addresses concerns about 

harmful decision-making practices in AI programs. This dimension reflects the larger trade-off 

between efficiency and process where more counterbalances to AI determinations improves the 
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chances that a decision will be properly made but, in turn, detract from the benefits of AI 

decision-making discussed in section 2(c) (efficiency, consistency, access to justice). 

1. Looking at the weight and significance of the AI program’s output examines how strong 

of a basis the output is for further action. For example, if the AI program only contributes 

a small part of a larger decision, if it is only a part of a multi-step process, or if its 

determination is completely subject to human consideration and discretion, then these 

would reflect a lower amount of trust in the AI program. In contrast, if the AI’s 

determination is all that is needed to support action, or if there is no human co-

determination, then there is a very large amount of trust placed in the AI program. 

2. Examining the appeal processes surrounding AI programs analyzes how easy it is for the 

decision subject to appeal an AI determination. For example, applying human-oriented 

appeal structures to AI programs would reflect a very high level of trust while creating an 

automatic right to appeal an AI determination reflects a lower level of trust. Example 

questions will look at the opportunities which humans have to contest AI decisions as 

well as the costs associated with contesting that decision. 

5.4 Methodology Summary 

 Under Merriam and Tisdell’s qualitative case study methodology, the following section 

will apply the analytic framework to three cases of human-AI decision-making relationships. By 

examining the relationship between human actors and AI programs, and how these relationships 

are situated in the surrounding legal framework, this thesis will hope to map out how humans 

and AI programs work together to make decisions, how these structures compensate for concerns 

about harmful decision-making practices in AI, and what factors and considerations these 

structures do not fully address.   
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How is the AI program situated in relation to human elements in the 

decision-making process as well as the broader legal framework?  
Category Dimension Example Questions 

Situated in 

Relation to 

Human 

Decision-

Makers 

Distance/Independence • How closely is the AI program working with human 

actors? E.g. is the human actor operating the AI 

program or is there a division of factors that each 

considers? 

• How autonomous is the AI program? Is there a 

human operator? Is data entry done by one, a few, or 

many people? 

• Is the human DM operating the AI program or is the 

operator and human DM different people? 

• How static or dynamic is the required input? Does 

the operator have a lot of freedom in how the input is 

shaped or is the form of input more straightforward?  

 

Sequence • When is the AI output presented to a human - 

before or after they consider the facts? 

• Is there an opportunity for human actors to 

independently consider the factors? 

Transparency • How is the AI program's decision communicated to 

humans? 

• For example, is it just the conclusion? Does it 

provide an explanation? Does it include its 

confidence? 

• Has an effort been made to communicate the AI 

program's "reasoning" to the human DM? 

 

Instruction • Is there training to prepare humans to interact with 

the AI program? 

• Is the decision-maker presented with any 

instructions on how to engage with the output? 
  

•  

Situated in 

Relation to the 

Broader Legal 

Framework 
 

Weight/Significance • Is the AI output the basis for legal action or is it 

subject to human consideration and discretion? 

• Is there a meaningful capacity for humans to 

disagree with the AI program? 

• Can the AI output independently support further 

action? 

Appeal • How can a human contest the AI decision? 

• What are the costs associated with appeal? 

Table 1: Summary of the Analytic Framework 
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6. Case Study  

 There are three cases that meet the selection criteria and will be used for the qualitative 

case study: Northpointe’s COMPAS (Correctional Offender Management Profiling for 

Alternative Sanctions) risk assessment system, the European Union’s iBorderCtrl program, and 

the PredPol predictive policing system. Each case study will first begin with a description of the 

AI program’s use, the process for generating an output, and the jurisdictions which it is used in. 

These introductory sections will be followed by the application of the analytic framework which 

will be broken down into two sections: the AI program’s relationship to human decision-makers 

and its relation to the broader legal context. Following the analytic framework, two subsections 

will discuss how the human-AI decision-making relationship is structured to compensate for 

harmful decision-making practices in AI programs and what factors or concerns are not fully 

addressed. Before applying the analytic framework, this section will establish how each case 

meets the selection criteria established in section 5(b).  

 First, the AI system must be implemented in a public context. COMPAS operates 

publicly as it is implemented in many places throughout the American criminal justice system 

and will be specifically analyzed in its use in sentencing decisions (State v. Loomis, 2016, paras. 

18–19). The PredPol system operates in a public context as it assists law enforcement 

organizations with allocating policing resources (PredPol, 2018). And finally, the iBorderCtrl 

program is implemented in a public context as it is designed to control how third country 

nationals cross land borders between EU Member States (iBorderCtrl, 2016c). It is important to 

note that the iBorderCtrl project is only a research project and not being developed for direct 

implementation (iBorderCtrl, 2016a). Despite this slight dissonance, the iBorderCtrl project will 

still meet this criteria as it has been designed to account for the “ethical principle and legal 
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safeguards relating to human-machine interaction, privacy, personal data protection and 

informed consent, etc.,” that it would have to abide by if officially implemented (iBorderCtrl, 

2016b).   

 Second, the AI system must be operating in a jurisdiction that has similar protections to 

those found under Canadian law. PredPol and COMPAS, both of which are examined in the 

American context, are subject to the US constitution’s fourth and fifteenth amendments which 

guarantee due process and equal protection under the law and are analogous to sections 7 

through 15 of the Canadian Charter of Rights and Freedoms (Bender, 1983, pp. 836, 841,  847). 

Similar protections are applied to the iBorderCtrl project under the European Union’s Charter of 

Fundamental Rights which also ensure that an affected individual has an opportunity to present 

their arguments for an outcome, that the administrative agency provides reasons for its decision, 

and that the decision-maker is unbiased (Shipley, 2008).  

 And finally, the system must be developed through machine-learning techniques. This 

requirement is met by COMPAS which has used regression modelling and machine learning to 

develop its risk scales (Northpointe, 2015, p. 14). PredPol also meets this criteria as it uses a 

machine learning algorithm to translate a law enforcement organization’s records into 

predictions (PredPol, 2018). And finally, the iBorderCtrl program uses machine learning in its 

“Automated Deception Detection System” which “quantifies the probability of deceit in 

interviews by analysing interviewees’ non-verbal micro expressions” (iBorderCtrl, 2016b). 

6.1 COMPAS Risk Assessment System 

While the COMPAS risk assessment system forms part of a broader software suite 

developed by Equivant (formerly Northpointe), this case study will focus on its use to inform 
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Wisconsin sentencing decisions (Northpointe, 2015, p. 2). The Wisconsin context has been 

selected because, alongside the official documentation, the Wisconsin Supreme Court’s recent 

decision in State v. Loomis provides valuable details about how COMPAS is used in practice. 

Angwin et al.’s influential 2016 study also contains insights into the forms and outputs 

surrounding the COMPAS program that will further support the analysis. These three sources 

constitute the primary materials that will be used to establish how humans interact with the 

COMPAS program to make sentencing decisions. 

When working with other components of the software suite, COMPAS is used to support 

placement, management, and treatment decisions for people convicted of crimes (State v. 

Loomis, 2016, para. 13). In the sentencing context, COMPAS risk assessments (“COMPAS 

reports”) are also used in the United States to inform sentencing decisions to provide an 

indication of the convicted person’s risk of violence and recidivism (Northpointe, 2015, p. 1; 

State v. Loomis, 2016, para. 18). A COMPAS risk assessment is based off information gathered 

from the defendant’s criminal history as well as an interview with the defendant (State v. Loomis, 

2016, para. 13). The Wisconsin risk assessment consists of 137 questions organized across 15 

categories: current charges, criminal history, non-compliance, family criminality, peers, 

substance abuse, residence/stability, social environment, education, vocation (work), 

leisure/recreation, social isolation, criminal personality, anger, criminal attitudes (Angwin, 

2016a). The questionnaire is partially reproduced in Appendix A. 

Once completed, the information is then processed through the COMPAS risk assessment 

program which then produces the risk report. First, the COMPAS report presents the individual’s 

“Overall Risk Potential” through measurements of the individual’s likelihood for (1) violence, 

(2) recidivism, (3) failure to appear, and (4) community non-compliance in red bar graphs 
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(Angwin, 2016b). The following section presents the individual’s “Criminogenic and Needs 

Profile” that, through green bar graphs, reflects “areas in a defendant’s life that should be 

addressed in order to prevent a person from committing a new crime”; this section includes the 

headings of “criminal history factors”, “needs assessment”, “criminal attitudes”, “social 

environment”, and “higher order factors” (Angwin, 2016b). Each bar graph is placed on a scale 

of 0-10 where lower scores represent a lower risk or need (Angwin, 2016b). A sample COMPAS 

risk assessment can be found in Appendix B.  

These COMPAS reports can then be attached to a Presentence Investigation Report (PSI) 

which informs the defendant’s sentencing hearing. A PSI supports sentencing decisions by 

presenting information about (but not limited to) the defendant’s family history, community ties, 

education, employment history, physical health, mental and emotional health, history of 

substance abuse, financial condition, and willingness to accept responsibility for their offense(s) 

(United States Probation and Pretrial Services, n.d.). This information is used to assess the 

defendant’s risks and needs when under state supervision (United States Probation and Pretrial 

Services, n.d.).  

It is important to note that a COMPAS report does not constitute the entire PSI, but is 

presented alongside other relevant information prepared by a probation officer (State v. Loomis, 

2016, para. 12; United States Probation and Pretrial Services, n.d.). In a sample PSI released by 

the Wisconsin State Public Defenders, the document depicts many sections hold text generated 

by the COMPAS program alongside text created by the parole officer as well (Wisconsin State 

Public Defenders, 2014). Information contributed by COMPAS is marked by a small icon while 

the parole’s officers comments that appear in the same section appear in a separate text box 
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labelled, “agent comments” (Wisconsin State Public Defenders, 2014). The sample PSI is 

partially reproduced in Appendix C.  

The implementation of COMPAS risks assessments has been met with some controversy 

surrounding the possibility that the risk assessments compromise the defendant’s due process 

rights. Angwin et al.’s study attracted a lot of attention when it found significant racial disparities 

which disadvantaged black defendants relative to white defendants; a finding that Equivant 

disputes (Angwin et al., 2016; Dieterich, Mendoza, & Brennan, 2016, p. 1). Angwin’s study and 

Northpointe’s response are indicative of the contested discourse surrounding the proper role of 

technology in the legal context where many other authors have discussed how COMPAS and 

other artificial intelligence programs should be properly situated within the courtroom (Freeman, 

2016, pp. 75–78; Washington, 2018, pp. 133–136; Wisser, 2019, pp. 1811–1812). With the 

significant rights and interests at stake in criminal hearings, it is unlikely that this debate will be 

resolved in the near future. 

Within the use of COMPAS risk assessments in the Wisconsin criminal justice system, 

there are four distinct human actors surrounding it. First, there is the person who operates the 

COMPAS program by providing the required information (“the operator”). Second, the defense 

and prosecution – each acting as a separate party - contribute to the interpretation of the 

COMPAS report. Here, the “defense” refers to the defendant and their legal representation (if 

present) because the latter will hold the same interests and arguments as the defendant. And 

finally, there is the judge who determines the significance of the COMPAS report to the 

sentencing decision and holds the position of “decision-maker”. With the context established for 

this case, the remainder of this section will apply the analytic framework to COMPAS. 
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6.1.1 Relation to Human Decision-Makers 

Distance: 

  The use of COMPAS reports in sentencing decisions has a substantial degree of distance 

between the operator and the decision-maker. First, there is a division of functions where the 

COMPAS operator is a different individual from the decision-maker. Second, the presentation of 

the COMPAS report in the PSI is determined by the assigned probation officer. And third, the 

defence and prosecution both have the opportunity to present arguments about the interpretation 

of the COMPAS report for the consideration of the judge. Through these intermediary steps, 

there is a significant amount of space between the COMPAS report and the judge.  

 Further distance is found in the COMPAS system’s static input as the human operator 

does not exercise a significant amount of control over how information is submitted. As the 

Supreme Court of Wisconsin writes, COMPAS relies heavily on static information with “limited 

use of some dynamic variables” such as the defendant’s number of criminal associates, or history 

of substance abuse (State v. Loomis, 2016, para. 54). This means that most of the required 

information is quantification with little room for the operator’s interpretation. 

Sequence: 

 The COMPAS report does not enjoy special prominence in the sentencing hearing in 

relation to the timing of its presentation. As the COMPAS risk assessment is presented within the 

larger PSI, the judge receives it alongside other relevant information. This presentation happens 

at the beginning of the sentencing hearing as well, which gives a substantial opportunity for the 

defense and prosecution to argue about the risk assessment’s interpretation, contextualization, 

and reception.  
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Transparency: 

 The COMPAS report does not take many steps to be transparent. While the report itself is 

quite easy to understand and any information generated by COMPAS is clearly labelled, it does 

not explain how it arrived at the results from the inputs. This is because Northpointe, the 

company which developed COMPAS, considers it a “proprietary instrument” and therefore 

“does not disclose how the risk scores are determined or how the factors are weighted” (State v. 

Loomis, 2016, para. 51). This leaves little opportunity for the prosecution, defense, or judge to 

engage with the reasons behind the risk assessment. 

Instruction:  

 Judges have not received special training to engage with COMPAS reports, but instead, 

are subject to numerous instructions on how to properly use them. In State v. Loomis, the 

COMPAS report came with instructions about how it should be used to “identify offenders who 

could benefit from interventions and to target risk factors that should be addressed during 

supervision” as well as a warning that it “should not be used to determine the severity of a 

sentence or whether an offender is incarcerated” (State v. Loomis, 2016, paras. 16–17). However, 

the Wisconsin Supreme Court provides more guidelines on how courts can and cannot use risk 

assessments in sentencing decisions.  

In response to the risk that COMPAS reports pose towards due process rights, the 

Wisconsin Supreme Court puts forward several cautions, restrictions, and requirements that 

judges must following when considering one. After acknowledging that the possibility of bias 

and inaccuracy cannot be fully eliminated, the Wisconsin Supreme Court states that “the use of a 

COMPAS risk assessment must be subject to certain cautions” and limitations so that courts are 
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equipped to “better assess the accuracy of the assessment” and give the appropriate weight to the 

risk scores (State v. Loomis, 2016, paras. 65–66). Any PSI containing a COMPAS report must 

present the following cautions: 

1. “[T]he proprietary nature of COMPAS has been invoked to prevent disclosure of 

information relating to how factors are weighed or how risk scores are to be determined;  

2. [R]isk assessment compares defendants to a national sample, but no cross-validation 

study for a Wisconsin population has yet been completed;  

3. [S]ome studies of COMPAS risk assessment scores have raised questions about whether 

they disproportionately classify minority offenders as having a higher risk of recidivism; 

and  

4. [R]isk assessment tools must be constantly monitored and re-normed for accuracy due to 

changing populations and subpopulations” (State v. Loomis, 2016, paras. 66, 100). 

The PSI must also state that the COMPAS report cannot be used… 

1. “to determine whether an offender is incarcerated”; 

2. “to determine the severity of the sentence”; or 

3. “as the determinative factor in deciding whether an offender can be supervised safely and 

effectively in the community” (State v. Loomis, 2016, para. 98). 

The Court also specifies a list of permissible uses for COMPAS reports at sentencing hearings, 

which can be considered when 

1. “diverting low-risk prison-bound offenders to a non-prison alternative”;  

2. “assessing whether an offender can be supervised safely and effectively in the 

community”; and  
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3. “imposing terms and conditions of probation, supervision, and responses to violations” 

(State v. Loomis, 2016, para. 88). 

And finally, the Wisconsin Supreme Court states that a court must explain its use of the 

COMPAS risk assessment. Specifically, it must explain “…the factors in addition to a COMPAS 

risk assessment that independently support the sentence imposed” (State v. Loomis, 2016, para. 

99). This requirement helps maintain the integrity of the process by ensuring that the sentence 

can be supported without relying on the risk assessment. 

6.1.2 Relation to Broader Legal Context 

Weight:  

 The decision in State v. Loomis works to dilute the weight of a COMPAS report so that 

presiding judges can make their own evaluation. The latticework of restrictions, limitations, and 

cautions – as introduced under the “instruction” factor – completely subjugate the risk 

assessment to the discretion of the judge. This subjugation is reflected in the Court’s statement, 

“[p]roviding information to sentencing courts on the limitations and cautions attendant with the 

use of COMPAS risk assessments will enable courts to better assess the accuracy of the 

assessment and the appropriate weight to be given to the risk score”(State v. Loomis, 2016, p. 

66). This sentiment is echoed against later as the Court writes, “[j]ust as corrections staff should 

disregard risk scores that are inconsistent with other factors, we expect that circuit courts will 

exercise discretion when assessing a COMPAS risk score with respect to each individual 

defendant” (State v. Loomis, 2016, para. 71). While these statements diminish the weight of 

COMPAS risk reports, they also reflect a meaningful opportunity for judges to disagree with the 

results and put forward their own evaluation of its accuracy. Ultimately, The Wisconsin Supreme 
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Court’s treatment of COMAPS risk assessments render them subordinate to judicial discretion 

and unable to independently sustain legal action.  

Appeal 

 The State v. Loomis decision makes few changes to the existing appeal structure 

surrounding sentencing hearings. Just as before, the defendant can appeal the sentencing decision 

to a higher court, which includes appealing the judge’s treatment of the COMPAS report. The 

most concrete changes that State v. Loomis creates surround the restrictions on how COMPAS 

reports can be used as defendants have more information on what grounds they can appeal the 

court’s treatment of a risk assessment (e.g. used to determine severity of punishment, outcome 

not independently supported by other evidence).  

 By not substantially changing the appeal structure, the Court indicates an increased 

reliance on the adversarial nature of judicial proceedings to deal with the complexity introduced 

by evolving risk assessment technologies. Here, the “adversarial nature” of the U.S. court system 

refers to the belief that the best outcome will be found when each opposing party has the 

opportunity to put forward the arguments that best support their preferred outcome within a 

system of formal rules (Calhoun, 2002; Kagan, 2009, p. 9). From this perspective, the court 

delegates the proper interpretation of the risk report to the defense and prosecution as it writes, 

“[a]lthough Loomis cannot review and challenge how the COMPAS algorithm calculates risk, he 

can at least review and challenge the resulting risk scores in the PSI” (State v. Loomis, 2016, 

para. 53). As there is no way to directly appeal COMPAS’ results, the only way for the defense 

or prosecution to immediately challenge the results is by putting forward arguments for its 

interpretation during the sentencing hearing itself. 
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6.1.3 Structures within the COMPAS-Court Dynamic 

 The treatment of COMPAS reports in sentencing hearings by the Wisconsin Supreme 

Court holds a few insights into how the human-AI decision-making relationship is structured to 

counteract the potential harmful decision-making practices that the program can contain. First, 

the Court deals with the novel considerations surrounding AI input into judicial decision-making 

by subordinating the COMPAS report to professional judgment. Instead of focusing on the 

process or substantive calculations behind a COMPAS report, the Court made a decision to allow 

the reports in their entirety and trust in the adversarial process and discretion of the judge to 

identify and address any issues with the report as they manifest themselves in the case. This 

decision reflects confidence in pre-existing structures of due process to adapt to the novel and 

somewhat alien decision-making practices of AI.  

 However, this trust in professional judgment and judicial discretion comes with 

qualifications which are meant to limit the impact any harmful decision-making practices hold. 

The Court specified many conditions under which COMPAS reports can be used through 

restrictions, guidelines, and permissible uses. Cumulatively, these qualifications position the risk 

assessments as a merely supportive role and prohibit their use as a determinative factor. These 

qualifications are meant to restrict or prevent any harmful decision-making practices behind a 

COMPAS report from having too strong of an impact on sentencing decisions by limiting how 

much the judge can rely on it. By fully subordinating the risk assessment to human discretion, 

the Wisconsin Supreme Court indicates a trust that judges will be able to properly 

compartmentalize the COMPAS report’s findings so that they only support the permitted uses. 

 Third, subjugating the COMPAS reports to human discretion allows the existing appeal 

structure to be maintained. While it can be argued that the Court’s decision created slight 
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modifications to appealing sentencing decisions by clarifying on what grounds the defence or 

prosecution can contest the improper use of a risk assessment, the overarching appeal structures 

remain intact. That is, there are no structures introduced that are specifically designed to deal 

with the novel considerations surrounding AI decision-making. Rather, appealing a sentencing 

decision is still reduced to exercises of human discretion.   

 Fourth, the prominence of COMPAS reports are somewhat diluted as they are presented 

alongside human determinations. As the PSI contains the parole officer’s evaluation of the 

defendant and the COMPAS report, the risk assessment is presented alongside other information 

which can provide more context, perspective, and information for the sentencing hearing. 

Consequently, the impact of the COMPAS report is somewhat muted in comparison to being 

presented independently. However, this consideration does not compensate for the impact that 

COMPAS’ clear and easily readable bar graphs have on its prominence relative to the text-based 

information found in the rest of the PSI. 

 And finally, the COMPAS report is introduced at the beginning of a substantial process 

that involves further exercises of human discretion. Specifically, the PSI is presented at the 

beginning of the sentencing hearing where the prosecution and defense have many opportunities 

to argue about how the COMPAS report should be received. This also takes place in the criminal 

justice context which support more robust procedural requirements because of how significantly 

the decision affects the defendant’s interests. While there is no opportunity to appeal the 

COMPAS report’s determinations or reasoning, there is an immediate opportunity to 

immediately challenge them throughout the sentencing hearing. 
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6.1.4 Unaddressed Factors in the COMPAS-Court Dynamic 

 The human-AI decision-making relationship established by the Supreme Court of 

Wisconsin involves various trade-offs that leave some concerns unaddressed. First, the 

COMPAS report’s lack of transparency, combined with the reliance on judicial discretion, 

creates opportunities for human biases to express themselves. As the human actors cannot 

engage with the COMPAS program’s “reasoning”, it is possible that the risk report will become 

the object of confirmation bias and only agreed with when it supports the judge’s conclusion and 

will otherwise be discarded. This opacity also creates an opportunity for judicial trust or 

suspicion in AI to play a role as, without any reasons to support the risk scores, their 

persuasiveness can be heavily determined by how much the judge trusts or distrusts the program 

that created them.  

 The sequence in which the COMPAS report is presented can also be problematic. As 

mentioned previously, the prominence of the risk assessment is diluted because it is presented 

alongside human-generated information and its potential harmful impacts are controlled through 

its presentation at the beginning of a robust process. Despite these structures, there are still 

unaddressed concerns about the sequence as the COMPAS report is presented at the beginning of 

deliberations which creates an opportunity for the document to anchor the following discussion. 

In its decision, the Court did not consider the influence which the COMPAS report’s clear and 

quantified measurements of risk can have when presented at the beginning of the decision-

making process. 
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6.2 European Union’s iBorderCtrl 

 The iBorderCtrl project aims to develop a comprehensive solution to “enable faster and 

thorough border control for third-country nationals crossing the land borders of EU Member  

States” through the use of technology (iBorderCtrl, 2016c). In this context, “land borders” refers 

to road, walkway, and train stations (iBorderCtrl, 2016c). As it is only a research project, 

iBorderCtrl has not been the subject of comprehensive analysis at the level needed for the 

analytic framework; consequently, this thesis will primarily rely on the official documentation to 

introduce and establish the project. 

The iBorderCtrl system relies on many different technologies to evaluate people crossing 

the border, not all of which use machine learning technology. There are eight “modules” that 

constitute the overall solution: 

• The Automated Deception Detection System “performs, controls and assesses the pre-

registration interview by sequencing a series of questions posed to travellers by an 

Avatar”.  

• The Biometrics Module validates the identity of the traveller through fingerprint and 

palm vein technologies. 

• The Face Matching Tool creates a biometric signature for the traveller through video 

and photo images which is then used to verify the traveller’s identity during pre-

registration and border crossing. 

• The Document Authenticity Analytics Tool checks the validity of travel documents 

(e.g. passports, visas) presented at both pre-registration and border crossing. 
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• The Hidden Human Detection Tool supports border guards in “searching and detecting 

hidden people inside various vehicles”, especially those in closed compartments. 

• The External Legacy and Social Interfaces system helps the iBorderCtrl system 

crosscheck traveller information with older systems and databases. 

• The Risk Based Assessment Tool “aggregates and correlates the risk estimations 

received by the processing of the travellers’ data and documents” into a risk score that is 

presented to the border guard. This module also identifies “cases that deserve further 

investigation”.  

• The Integrated Border Control Analytics Tool works to analyze the data generated by 

the iBorderCtrl system to improve its adaptability by identifying new patterns, create 

feedback by evaluating effectiveness, improve decision-making by studying false 

acceptances or rejections, and provide traffic projections from traffic data (iBorderCtrl, 

2016b). 

 The program itself is divided into two stages. The first “pre-screening” stage consists of 

an online application where the traveller uploads “pictures of their passport, visa and proof of 

funds” and also informs them of their rights, travel procedure, provides advice, and gives alerts 

“to discourage illegal activity” (European Commission, 2018b). This pre-screening step also uses 

a webcam to record the traveller’s responses to questions asked by a computer-animated border 

guard; these responses are then processed by the Automatic Deception Detection System to 

“[quantify] the probability of deceit…by analysing interviewees non-verbal micro expressions” 

(European Commission, 2018b; iBorderCtrl, 2016b). At this phase, travellers are alerted to any 

errors in document preparation and collection to provide an opportunity for correction prior to 

crossing the border (iBorderCtrl, 2016b). If the iBorderCtrl system identifies a potentially 
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criminal crossing, then this information is withheld from the traveller who is flagged to border 

guards for further evaluation (iBorderCtrl, 2016b). Once this stage is completed, the traveller 

receives a QR code that they present to the border guard at the next stage (iBorderCtrl, n.d., p. 2). 

 The second “border crossing” stage involves further checks conducted by the iBorderCtrl 

system and the border guard. This stage involves another evaluation of the physical documents 

that were digitally imaged and uploaded during the pre-registration phase, but is mostly limited 

to “validating that indeed the originals contain the same information as what was collected at 

pre-registration” (iBorderCtrl, 2016b). The traveller further undergoes various biometric checks 

to validate their identity and, if travelling in a vehicle, an additional check for any hidden 

humans inside the vehicle (iBorderCtrl, 2016b). Once the checks are completed, the iBorderCtrl 

platform then “calculates an evaluation score, taking also into account the evaluation score 

calculated at the pre-registration phase, producing a total evaluation score for each traveler” 

(iBorderCtrl, n.d., p. 3). The total evaluation score is then presented to the border guard who 

chooses between one of three outcomes for the traveller: pass, no pass, or further control 

(iBorderCtrl, n.d., p. 3). Importantly, the border guard is only presented with the total evaluation 

score, and not all of the scores produced by each individual module to prevent any single 

determination from exerting disproportionate influence over the outcome (iBorderCtrl, 2016b).  

As mentioned previously, the iBorderCtrl system is only a pilot project and does not hold 

any legal weight. Rather, participation is completely voluntary as travellers are invited to cross 

through a simulated iBorderCtrl border check process (iBorderCtrl, 2016b). This simulated 

crossing only occurs once the participant has successfully crossed the border under standard 

procedure and is prohibited from positively or negatively affecting the standard border crossing 

process (iBorderCtrl, 2016b, 2016c). Despite iBorderCtrl’s status as a pilot project, it still holds 
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relevance as it was designed as if it were operating under the actual legal framework, as 

discussed at the beginning of section 6.  

The iBorderCtrl system will be examined in relation to two human actors: the traveller 

and the border guard. The traveller is the individual who participates in the iBorderCtrl project 

and is positioned as the decision subject. The border guard acts as the decision-makers as they 

are presented with the total evaluation score and are responsible for making the determination 

about whether the traveller will proceed, be barred from entry, or require additional control. Each 

stage involves a different operator, with the traveller acting as the operator in the first stage and 

the border guard in the second. With an overview of iBorderCtrl and its related human actors 

established, the following subsection will apply the analytical framework to it. 

6.2.1 Relation to Human Decision-Makers 

Distance:  

 iBorderCtrl is quite distant from human decision-making as it operates independently 

from human intervention once it receives the required input. Most immediately, the distance is 

represented in the highly automatic nature of the many modules that constitute iBorderCtrl. 

Many of the modules rely on static inputs – such as scans of documents, basic traveller 

information, or facial images – that the operator has little control over the presentation of. Even 

the Automated Deception Detection System, which gives the traveller a high degree of freedom 

in how they answer the questions, is not analyzing the substance of the responses but rather 

searching for involuntary facial movements. This creates a substantial degree of distance as the 

human operator has very little control over the form and presentation of the input. 
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 The distance between human and AI decision-making is also reflected in the division 

between iBorderCtrl and the border guard’s analysis. First, a lot of the traveller’s evaluation 

takes place during the pre-screening stage which occurs before they encounter the border guard. 

Second, the first steps at the border crossing phase involve further static inputs that are facilitated 

by the border guard. Despite this interaction between the two parties, the border guard and 

iBorderCtrl remain quite distant as there is no opportunity for substantive co-determination of 

results because the border guard has very little capacity to influence the provided input.  

Sequence: 

 The iBorderCtrl system seems to present its determinations at the beginning of the border 

crossing phase. As stated in the project’s technical description, “…all information of the traveller 

gathered during the pre-registration phase is now available to the Border Guard with iBorderCtrl 

bringing all analytic results from each technology together to identify risks to the agent that 

support him in both an overall evaluation of the traveller” at the border crossing stage. This 

quote indicates that the determinations of the iBorderCtrl system’s first stage are made 

immediately available to direct the border guard’s evaluation of the traveller. While the guard 

will have the opportunity to form their own evaluation of the traveller, this takes place after they 

receive the results from the pre-registration phase.  

Transparency: 

 The iBorderCtrl system does not have a high degree of transparency towards the border 

guard. As mentioned in the description, all the outputs of each different module are not presented 

individually, but rather amalgamated into a single evaluation score that represents the traveller’s 

risk through the Risk Based Assessment Tool. This amalgamated score is designed so that, in the 
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case of an erroneous reading, no single output will exert a disproportionate influence over the 

border guard’s decision (iBorderCtrl, 2016b). If the system was more transparent by presenting 

each module’s score, then there would be a risk that the border guard would focus on one outlier 

score even if all of the others indicated an opposite level of risk. Amalgamating all of the scores 

through the Risk Based Assessment Tool allows each module’s output to be given a consistent 

weight and translate any individual high risk scores into directions and guidance for the border 

guard’s investigation. However, this high degree of opacity means that the border guard cannot 

critically engage with the reasoning behind the evaluation scores.  

 Further opacity is found in the traveller’s lack of access to iBorderCtrl’s results. While 

some basic information is provided to the traveller, such as documentation errors that they can 

correct before crossing the border, the traveller is unaware of what risk score iBorderCtrl assigns 

them. Without information about iBorderCtrl’s conclusions and reasoning, there is very little 

opportunity for the traveller to understand how their evaluation score affects the border guard’s 

decision. 

Instruction: 

 While there is no mention of it in the documentation provided by the iBorderCtrl project, 

it is reasonable to expect that border guards will be given enough training to become familiar 

with the program and learn how it operates. However, as no specifics are provided, the 

instructions given to human decision-makers cannot be examined in-depth.  
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6.2.2 Relation to Broader Legal Context 

Weight: 

 The weight and significance of the iBorderCtrl system’s determinations is multi-faceted 

and somewhat internally contradictory. Formally, the output of the iBorderCtrl system is 

completely subject to the discretion of the border guard, who holds the ultimate decision over 

whether the traveller passes, is refused entry, or proceeds to further inspection. This is reflected 

in the statement that “iBorderCtrl is a human in the loop system and the Border Guard will use 

his/her experience in making the final decision” (iBorderCtrl, 2016b). This sentiment is further 

reinforced as the project website writes, “iBorderCtrl provides key technology to the border 

guards both integrated to existing static installations, as well as a portable hardware platform that 

empowers -through technology- the border guard” (emphasis removed) (iBorderCtrl, 2016b). A 

lot of confidence is placed in the border guard’s ability to properly consider iBorderCtrl’s output 

and disagree if necessary 

 However, these statements of trust in human decision-making and empowerment are 

contradicted in the specific objectives of the iBorderCtrl project. Specifically, one objective of 

the project is “[t]o reduce the subjective control and workload of human agents and to 

increase the objective control with automated means that are non-invasive and do not add to 

the time the traveller has to spend at the border” (emphasis in the original) (iBorderCtrl, 2016c). 

In contrast to the previous statements, this objective indicates that the project is being designed 

to detract from subjective evaluations by border guards and promote more  

 This leaves the weight of iBorderCtrl’s determinations in a vague position. Formally, the 

border guard retains full decision-making authority to choose between the three possible 
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outcomes of the border crossing process. However, the system itself puts forward very strong 

determinations without many opportunities for the border guard to interrogate them. 

Immediately, it would seem difficult for a border guard to significantly depart from iBorderCtrl’s 

determinations; if the system finds that a traveller is a high risk, it doesn’t seem likely that the 

border guard will be able to let them pass without facing some sort of negative consequence, 

such as being questioned by supervisors or increased scrutiny. However, beyond a statement of 

likelihood, the issue of how a border guard considers and negotiates with the system’s 

determinations is too nuanced for this paper and will be better served through a more focused 

study. 

Appeal: 

 The iBorderCtrl project would make it difficult for the traveller to appeal the system’s 

determinations about them. As the traveller is not given information about how iBorderCtrl has 

evaluated them, the traveller does not have access to any substantive conclusions or reasons that 

would affect their passage across the border. As a result, the traveller is not well-positioned to 

identify and challenge any harmful decision-making practices made by iBorderCtrl. 

However, the iBorderCtrl project website does not make any mention of modified appeal 

procedures. This is likely the result of the system’s status as a pilot project that cannot be 

appealed because it carries no legal weight. As appeal systems are not specified in the project 

description, factor will be excluded from later consideration to avoid speculation. 

6.2.3 Structures Within the iBorderCtrl-Border Guard Dynamic 

 In its design, the iBorderCtrl system compensates for potential harmful outcomes through 

three structures in the human-AI decision-making relationship. Having reviewed the iBorderCtrl 
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program, this subsection will now review the significance of the paramountcy of human 

discretion, parallel determinations, and deliberate opacity. 

 Similar to COMPAS, the results of the iBorderCtrl program are made completely subject 

to human discretion. As emphasized at multiple points in its documentation, the iBorderCtrl 

project makes the human border guard responsible for the ultimate decision of whether the 

traveller proceeds, requires further control, or does not pass. While somewhat contradicted in the 

documentation, iBorderCtrl is positioned as supporting human deliberation by providing more 

information, rather than as taking away decision-making power from the border guard. This 

reflects an implicit trust in human discretion to identify and compensate for any harmful 

decision-making practices. 

 The iBorderCtrl program also involves parallel determinations as both the human and 

program are tasked with making the same evaluation of the traveller’s risk. These determinations 

are not completely isolated from each other as the iBorderCtrl program’s results are presented to 

the border guard at the beginning of their evaluation. However, the iBorderCtrl project’s use of 

parallel decision-making, where both the border guard and program make the same decision, 

allows the human to reconcile their own conclusions with the determinations made by the 

program. 

 And finally, iBorderCtrl program uses deliberate opacity to control for any potential 

harmful decision-making practices. Rather than present the border guard with all the risk scores 

generated from each separate module, the program only presents an amalgamated score. While 

transparency is valuable, iBorderCtrl demonstrates how opacity can be deliberately used to dilute 

the influence any harmful decision-making practices can have over the final decision.  
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6.2.4 Unaddressed Factors in the iBorderCtrl-Border Guard Dynamic 

 First, reducing the legal weight of iBorderCtrl’s findings by subordinating them to human 

discretion creates space for confirmation bias and the border guard’s trust and suspicion of 

automation to influence the outcome. As the border guard is trusted with properly accounting for 

iBorderCtrl’s evaluation scores in their final decision, there is a lot of space for the border guard 

to use the evaluation scores as evidence to support their own conclusions and discard them when 

the scores indicate differently. The degree to which the iBorderCtrl evaluation score is relied on 

can also greatly vary between travellers as border guards may hold different levels of trust or 

suspicion towards iBorderCtrl. The unaccounted factors of trust and confirmation bias both 

undermine iBorderCtrl’s goal of increasing objective evaluations and reducing the influence of 

subjectivity. 

 The sequence of the iBorderCtrl process can also undermine the trust placed in human 

discretion to control for harmful outcomes. As the border guard receives the iBorderCtrl 

evaluation score at the beginning of their interaction with the traveller, there is a possibility that 

the evaluation score will act as an anchor or default that can influence the border guard’s 

evaluation of the traveller. Together, there is a risk that the border guard would be hesitant to 

exercise their discretion against the iBorderCtrl program in a meaningful capacity. These 

concerns are amplified through the deliberate opacity that the amalgamated evaluation score 

holds as the border guard is prevented from understanding how the total score was generated and 

the reasons behind it.  
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6.3 The Los Angeles Police Department’s PredPol Predictive Policing 

System 

 PredPol is a “predictive policing” technology which predicts where crime is likely to 

happen in the future. With “predictive policing” defined as “the practice of identifying the times 

and locations where specific crimes are most likely to occur”, PredPol claims that it can help 

police departments more efficiently allocate police resources as well as prevent crime by 

enabling the pre-emptive deployment of officers (PredPol, 2018). The system operates by 

identifying “hotspots”, which are 500 square foot areas that indicate where crime is likely to 

occur (Smith, 2019, p. 25). These hotspot maps are valid for twelve hours and, with two maps 

generated a day, PredPol provides predictions for the entire day. At the beginning of their shifts, 

officers are given a map of ten to twenty hotspots that they are encouraged to visit when not 

otherwise occupied with radio calls or other police-related duties (CBC News, 2018, t. 0:00:30; 

Smith, 2019, p. 25; WIRED, 2018, t. 0:05:27). A sample hotpot map can be found in Appendix 

D.  

 In order to create crime predictions, PredPol uses the police department’s records to train 

their machine-learning algorithm for the jurisdiction it will be applied to. Working with the 

police agency’s records management system, PredPol uses five data points from each recorded 

incident to train its machine learning algorithm: 

1. Incident Identifier: a unique identifier that the department uses for each recorded crime. 

2. Crime or Event Type: “the violation code and/or crime description assigned to a 

particular incident type” as used in the records management system. 
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3. Location of Incident: The latitude and longitude at which the incident occurred or, if 

unavailable, then the complete address of the incident (street number, street name, city, 

state/region). 

4. Timestamps with Start and End Date/Time for Incident: The time range in which an 

incident occurred. As the exact time which an incident occurred may not be known, 

PredPol accepts a range of times (e.g. “between midnight and 8 AM”) with time spans of 

more than 72 hours being excluded. 

5. Record Modified Date/Time for Incident: an optional field which is used in case a 

record has been changed because, for example, the crime code has been reclassified 

(PredPol, 2018).  

While PredPol accounts uses a total of five data inputs, it claims that only three are focused on. 

As the incident identifier is only used to uniquely identify an event, and the record of a modified 

incident is optional, PredPol focuses on the crime type, location and date and time to train its 

machine learning algorithm (PredPol, 2018). 

 Since its implementation, PredPol has come under considerable scrutiny and protest. 

There are prominent concerns that PredPol has been trained on historical crime data that is the 

product of biased police practices, which are then revived through the program’s operation 

(Degeling & Berendt, 2018, p. 353). After analyzing PredPol, Lum and Isaac concluded that it 

disproportionately directs officers towards poor black neighbourhoods and holds the risk of 

creating a “feedback loop” where continued policing of an area leads to more crime data 

generation, which then directs increased police patrols to that area (Lum & Isaac, 2016, p. 19). 

Further, there is the risk that “using a computer to allocate police attention shifts accountability 

from departmental decision-makers to black-box machinery that purports to be scientific, 
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evidence-based and race-neutral” (Lum & Isaac, 2016, p. 19). In response to these concerns, 

some studies have found that while arrests increased, there was “no significant difference in the 

arrest proportions of minority individuals between treatment and control conditions” 

(Brantingham, Valasik, & Mohler, 2018, p. 5). In other words, the amount of “minority 

individual” arrests as a percentage of overall arrests was the same for areas within and outside 

those identified by predictive policing (Smith, 2019, p. 27). However, these issues are far from 

resolved and concerns about the potential biases that predictive policing can promote continues 

to be prominent elements of public concern and debate (Puente, 2019; Smith, 2018; S. 

Thompson, 2018).   

 In operation, PredPol holds the police officer in a decision-making relationship. As 

mentioned previously, PredPol generates a map of hotspots that are valid for twelve hours. These 

maps are given to officers at the beginning of their shifts so they know where to go when not 

otherwise occupied. As the officer interacts directly with PredPol’s output – the hotspots maps – 

they are in the position to decide whether they follow the predictions made.  

The decision-subject is a bit more difficult to identify as the PredPol system does not deal 

with specific individuals. In contrast to the previous two systems where there was an easily 

identifiable person who was being evaluated, the PredPol system operates with a much broader 

perspective. Under this broad perspective, PredPol’s decision subject will be defined as the 

communities that PredPol evaluates for crime risk. 
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6.3.1 Relation to Human Decision-Makers 

Distance: 

 There is a lot of distance between humans and the PredPol system which is found in its 

largely autonomous operation, dispersed sources of human input, and the static nature of its 

input. First, PredPol generates its hotspot maps autonomously as it pulls data from the police 

department’s record management system and automatically integrates it into the predictions. 

Second, the input which PredPol operates focuses on – crime type, location, and date - is fairly 

static as there is not a lot of room for interpretation in how this information is entered. As 

PredPol writes, these are “the three most objective data points collected by police departments” 

(PredPol, 2018). And finally, PredPol operates at a considerable distance from humans through 

the dispersed sources of human input as there is no single operator, but rather receives input from 

all of the police agency’s officers as they submit incident reports. These three factors create a 

significant amount of distance between PredPol and the officer that receives the hotspot map. 

Sequence: 

 In the decision-making process of where a police officer patrols, the PredPol program 

holds prominence as it is presented at the beginning of each officer’s shift. As officers receive a 

map of hotspots at the beginning of their shift, officers receive PredPol’s determined areas of 

interest before they are in a position to exercise their own discretion about where to patrol.  

Transparency: 

 PredPol does not communicate the reasons behind its hotspot determinations to the 

officer. The officer seems to only receive the map of hotspots without an explanation of why the 
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hotspot was identified by PredPol. Further opacity is found in the lack of public access as hotspot 

maps are not available to the public as well. 

Instruction: 

 Officers receive some training to properly interact with the PredPol system. As described 

in the Office of the Inspector General’s report, police officers can indicate when they are 

patrolling a hotspot so that the duration of their patrol can be recorded to monitor the 

effectiveness of the system (Smith, 2019, pp. 25–26). This indicates that officers have at least a 

basic orientation to the PredPol software and a broad overview of how it works. However, there 

is no documentation of more rigorous training on how police officers should interpret PredPol’s 

hotspot maps and when they should exercise their discretion to act against its predictions. 

6.3.2 Relation to Broader Legal Context 

Weight: 

 PredPol’s decisions holds very little formal weight in officer decision-making. As there is 

no requirement that officers visit their assigned hotspots, PredPol’s output holds no formal 

weight in officer decision-making as they are completely subject to the officer’s discretion. In 

their study of PredPol, Brantingham, Valasik, and Mohler write that officers are “encouraged to 

patrol target areas during any available discretionary time” (Brantingham et al., 2018, p. 2). This 

is echoed in a statement from Jeff Nolte – the Los Angeles Police Department Captain in 2018 – 

who emphasized that “[PredPol is] not telling us what to do” (S. Thompson, 2018). While the 

question of how much weight PredPol’s hotspot maps hold in practice, this would require 

additional study that is beyond the scope of this paper. 
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Appeal: 

 Challenging a PredPol decision can take place on two levels, both of which would be 

difficult to succeed in. First, there is the option of challenging the use of PredPol’s hotspot map 

itself. As hotspot maps are subject to officer discretion, this would be quite difficult as “[l]aw 

enforcement officials have tremendous discretion to determine the amount and style of policing 

that occurs in their jurisdiction” (Miller, 2015, pp. 521–522). Second, a challenge could be 

launched against the program itself. However, to be successful, this challenge would have to 

prove “direct evidence of purposeful discrimination” and cannot succeed based solely on 

evidence of “a significant risk of racial bias” (Baldus, Woodworth, & Grosso, 2007; D. 

Thompson, 2019). As the appeal structure has not changed to accommodate the introduction of 

PredPol, it seems like any legal challenge against its use would be very difficult. 

6.3.3 Structures Within the PredPol-Police Officer Dynamic 

 The LAPD’s implementation of PredPol presents three strategies of dealing with 

potential harmful decision-making practices that the system produces. This subsection will 

discuss how the system is subordinated to human discretion, is placed at the beginning of a 

substantial process, and given a low priority in comparison to other police officer 

responsibilities.  

 Just like the previously analyzed systems, the input that PredPol provides to patrol 

decisions is subject to the complete discretion of the police officer. As there is no requirement 

for officers to patrol hotspots during their shifts, PredPol’s hotspot maps are positioned to 

support, but not detract from, officer decision-making.  
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 Further, the significance of PredPol hotspot maps are also diminished through its 

placement at the beginning of a process that accommodates many further exercises of human 

discretion and escalation. While decisions about where to patrol are significant – especially on 

the systemic level that PredPol operates on – they are decisions that precede more consequential 

exercises of discretion such as whether to question, detain, or arrest an individual. Each of these 

following exercises of discretion involve their own set of checks and balances which present 

further opportunities to compensate for any faulty decision-making that occurred earlier.  

 And finally, PredPol decisions are given a low priority in relation to other policing duties. 

As mentioned previously, officers are only directed to patrol their assigned PredPol hotspots 

when not otherwise occupied and at their own discretion. This limits the impact which PredPol 

can have on the LAPD’s existing police practices as it cannot override the established system 

surrounding patrol decisions. 

6.3.4 Unaddressed Factors in the PredPol-Police Officer Dynamic 

 In implementing PredPol, the Los Angeles Police Department has not addressed concerns 

about confirmation bias and anchoring, systemic impacts, and the limited ability for affected 

individuals to contest PredPol predictions. First, the LAPD does not consider how PredPol can 

shape officer expectations. Most immediately, hotspot maps create a risk that officers will be 

more likely to make consequential law enforcement decisions against people within a hotspot as 

they could be looking for behaviour that justifies PredPol’s prediction. Further, hotspot maps can 

act as an anchor for patrol decisions where, even if the officer finds reason to disagree with the 

predictions, may not stray far from where they were initially directed to. And finally, the hotspot 

map can exert a strong influence through order effects as it is introduced at the beginning of the 

officer’s shift, which can consequently undermine the trust placed in officer discretion. PredPol 
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creates the risk for numerous biases and heuristics to express themselves and shape officer 

behaviour which have not been addressed in the available information. 

 Second, the emphasis on officer discretion to control for negative outcomes does not fully 

address the potential for broader and more dispersed harmful decision-making practices that 

operate at the systemic level. Many of the concerns surrounding PredPol operate at the systemic 

level, such as the revival of historical biases in police practices and the potential for feedback 

loops to keep targeting disadvantaged communities. However, individual human discretion is not 

well-positioned to identify and counteract the more subtle and dispersed channels that these 

broader concerns can manifest in.  

 And finally, the diminished legal weight makes it very difficult for citizens to challenge 

its use. As mentioned previously, it is very difficult for citizens to successfully challenge how 

police offers exercise their discretion which, without an indication otherwise, would likely apply 

to how a police officer uses PredPol’s predictions. As it remains unchanged, this appeal context 

does not address the unique ways in which PredPol can shape officer discretion.  

7. Discussion 

 Having finished the case studies, this section will discuss the insights and findings that 

can inform future human-AI decision-making relationships. The first subsection will examine 

common themes found across all of the cases while the second subsection discusses the 

relevance of these themes to the Canadian context. The third subsection will look at possible 

structures that can address and help mitigate the concerns surrounding human-AI decision-

making relationships, while the final subsection will discuss future opportunities for research. 
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7.1 Common Themes Found Across Case Studies 

 In all the reviewed cases, there are four shared features in their human-AI decision-

making relationship: subordinating AI determinations to human discretion, not addressing the 

ways in which AI programs can influence human decision-making through biases and heuristics, 

trust in human discretion to control for harmful decision-making practices that AI programs can 

introduce at both the immediate and broader context, and unmodified appeal structures. The rest 

of this subsection will discuss the significance behind each of these common themes. 

The most prominent shared feature is that all examined AI systems have been 

subordinated to human discretion to control for potential harmful outcomes. By making the AI 

system’s decisions non-binding on the decision-maker, each human-AI decision-making 

relationship has refused to give the AI system’s conclusions any legal weight. Immediately, this 

prevents AI systems from inflicting large-scale harm as their impact is limited by the speed of 

human decision-making and how the human decision-maker accounts for the AI’s 

determinations. By subordinating the AI program to human discretion, the benefits and risks that 

the AI program can introduce are both confined to the limits of human decision-making. 

Second, all the cases have placed trust in human discretion to identify and address 

harmful decision-making practices in AI systems without accounting for how the introduction of 

AI can influence the exercise of human discretion. Throughout the cases, there were many spaces 

in which biases and heuristics could express themselves to influence how human actors evaluate 

AI outputs and make decisions. Even though AI has the potential to significantly change human 

decision-making, the reviewed human-AI decision-making relationships regard the nature of 

human discretion as unchanged and the nature of AI-generated information as similar to other 

information that the decision-maker would otherwise consider. 
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The trust in human discretion also limits the ability to control for systemic harms that 

manifest at larger scales. Many of the concerns expressed about harmful decision-making 

practices in AI are directed at negative outcomes that can only be identified at the systemic level, 

such as feedback loops, reviving historical biases, or disparate treatment based on protected 

characteristics. While human oversight can play a role in controlling for negative outcomes, this 

does point to the need to have additional structures of oversight and reflexivity to fill in the gap 

that individual perspectives cannot fully address. 

And finally, the cases did not introduce new ways of appealing the AI system’s 

determinations. Despite the concerns about transparency, bias, and other harmful decision-

making practices that surround AI systems, the decision-subject had no way of directly 

challenging or examining the AI’s reasoning. Rather, the focus of appeal decisions remains on 

the exercise of human discretion and, with the introduction of AI, how the human actor has 

accounted for the AI’s output. As successfully challenging exercises of discretion is quite 

difficult, the unmodified appeal structures leave little room for decision subjects to appeal the 

use of AI programs. 

In the tension between the benefits and risks of AI decision-making, these early cases 

have demonstrated a tendency towards prioritizing risk reduction through familiar decision-

making structures over the benefits and risk that come with more autonomy for AI systems. By 

tethering AI decision-making to human judgment, many of the risks become contained within the 

more familiar problems of human decision-making that existing procedural and substantive 

review structures are more comfortable with. However, this also means that the benefits of 

implementing AI – efficiency, consistency, and improved access to justice – are somewhat 

muted as the decision-making still operates on human discretion.  
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7.2 Relevance to Canadian Administrative Contexts 

 The Canadian federal government’s approach to human-AI decision-making relationships 

is largely encapsulated by the Treasury Board Secretariat’s Directive on Automated Decision-

Making (“the Directive”), which was briefly mentioned in section 3(d).This directive creates 

scaling standards based on the impact of the decision that the automated decision system 

contributes to (Government of Canada, 2019, sec. Appendix C). These requirements include 

many components and concerns that have been found in the case studies, such as notice, 

explanations, testing and monitoring outcomes, data quality standards, peer review, employee 

training, contingency systems, and human intervention (Government of Canada, 2019, secs. 6.2, 

6.3). While these requirements represent a promising start, they do not fully address the concerns 

surrounding human-AI decision-making relationships discussed in this thesis. 

Much like the case studies, the Canadian federal government has also expressed a 

reliance on human discretion. For the most consequential decisions (levels III, and IV), 

“[d]ecisions cannot be made without having specific human intervention points during the 

decision-making process; and the final decision must be made by a human” (emphasis added), 

while “[d]ecisions may be rendered without direct human involvement” for lower impact 

decisions (levels I and II) (Government of Canada, 2019, sec. Appendix C). Similar to the cases, 

the Directive indicates that human discretion will ultimately be responsible for monitoring and 

counteracting harmful decision-making practices behind AI decision-making. However, while 

the case studies were generally unclear about the training that human decision-makers must go 

through, the Directive imposes high training requirements on human actors where initial training 

is required for level III systems and re-occurring training is required for level IV systems 

(Government of Canada, 2019, sec. Appendix C). 
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Training can do a lot of work to address the concerns surrounding human-AI decision-

making relationships, but the Treasury Board Secretariat’s approach does not fully account for 

the many ways in which the structure of the relationship can influence outcomes. While training 

can help decision-makers recognize their own biases and engage with AI decisions, there is still 

the risk that human discretion can be influenced by the various structures that define how human 

decision-makers interact with AI programs. For the many unaddressed factors that were revealed 

through the case study, it is important that any trust in human actors to control for harmful 

decision-making practices is accompanied by an understanding of how that role is structured to 

promote a positive human-AI dynamic. 

7.3 Structuring Effective Decision-Making Relationships 

 Having analyzed existing human-AI decision-making relationships and finding the 

current reliance on human discretion to control for harmful outcomes, this last subsection will 

discuss some decision-making structures that present different trade-offs between controlling for 

harmful outcomes and realizing the benefits of AI technology.  

Parallel Determinations:  

Similar to the structure found in the iBorderCtrl program, AI programs can be used to 

make the same determination as a human decision-maker. In this structure, efficiency can be 

gained as both the human and AI make the decision with a reduced process and, if both come to 

the same conclusion, then the case is resolved. The initial reduction in process is compensated 

for by an automatic appeal to a full and robust decision-making process that is automatically 

triggered if the human and AI come to different conclusions. 
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Training:  

A common theme throughout the cases is that the human decision-maker is ill-equipped 

to fully engage with the AI program’s output, whether because the AI’s reasoning is not made 

available or because the human is unaware of how the AI program can activate biases and 

heuristics. An immediate response would be to provide training to human decision-makers so 

that they are better equipped to critically analyze AI decisions as well as recognize and 

compensate for any biases and heuristics that can be activated. 

Staggered Introduction:  

 Order effects were a consistent concern across the cases as AI outputs were often 

introduced at the beginning of the human decision-making process. In cases where AI programs 

support human discretion, order effects can be mitigated by introducing AI decisions in the 

middle of human decision-making processes. This structure still allows AI programs to support 

human decision-making while mitigating the potential for the program to activate certain biases 

and heuristics.  

Dilution: 

 Similar to order effects, the manner in which AI decisions are presented can also impact 

how much weight they are given by human decision-makers. As discussed in the COMPAS case 

study, the impact of AI determinations can be “diluted” by presenting it alongside other 

information. In decision-making contexts, the trust or suspicion which human decision-makers 

hold towards AI can be mitigated by blending AI determinations with other sources of 

information.  
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Co-Determination 

 Decisions can consist of a variety of sub-determinations that are more suited for human 

cognition or AI processing. Co-determination seeks to find the parts of a decision that are best 

suited for AI determination to alleviate the workload placed on human actors. Here, efficiency 

and consistency would be gained because the AI program would be deciding part of the case 

with legal weight behind its determinations so that further human discretion is not required. Once 

the human actor and AI program have made their determinations, a further system would be 

required that would govern how they would be combined to form the final decision. 

Escalation: 

 In this context, “escalation” refers to placing AI programs at the beginning of a decision-

process that is followed by easy access to more robust processes. In this context, the AI program 

would be responsible for issuing a full determination on the case that they are presented with 

which would be legally valid. However, the significant amount of legal weight ascribed to the 

AI’s decision would be balanced against a robust appeal process that can be easily accessed. At 

the very least, this approach would filter out all of the cases that would be decided in the decision 

subject’s favour (as they would be unlikely to appeal a positive outcome) and only leave 

negative outcomes for human deliberation. This structure requires that the decision-subject is 

fully informed of their ability to easily appeal the decision. Further, a substantial effort should be 

made to reduce all barriers (e.g. cost, time, effort) associated with appealing the case. However, 

this structure still holds the risk that human decision-makers would hold the presumption that 

any matter they are hearing has already been rejected once which could influence their decision 

against the decision subject. 
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7.4 Future Steps 

 This thesis has worked to put research on cognitive biases and heuristics in conversation 

with the requirements of Canadian administrative law and the concerns surrounding bias and 

transparency in AI. At this broad level, this thesis could only identify areas where biases and 

heuristics could be expressed and affect the role of human decision-makers in controlling for 

harmful decision-making practices in AI. Consequently, some immediate next steps would be to 

conduct research on the degree to which biases and heuristics affect human decision-making 

when interacting with AI programs. More specific research into biases and heuristics in human-

AI decision-making relationships can inform and support further work on structuring human-AI 

decision-making relationships to promote positive processes and outcomes. 

8. Conclusion 

 This thesis has examined early implementations of human-AI decision-making 

relationships through a qualitative case study. Beginning with a review of administrative bodies, 

artificial intelligence, and how the qualities of AI can support administrative decision-making, 

this thesis then went on to survey the duties and obligations imposed on administrative decision-

makers and how they are in tension with concerns about bias and transparency in AI programs. 

As the Canadian federal government indicated that human discretion can be used to control for 

harmful decision-making practices, the following section looked at how biases and heuristics can 

undermine this approach. The case study revealed that COMPAS, iBorderCtrl, and PredPol all 

subordinated AI output to human discretion, and trust the human actor to correctly weigh and 

evaluate the AI’s determinations. Not only did these decision-making relationships not account 

for the ways in which AI can shape the exercise of discretion, but also limited the benefits that 
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could be obtained from AI capabilities. In response to these unaddressed factors, this thesis 

concluded with a discussion of how further research could build upon this thesis, as well as how 

human-AI decision-making relationships can be differently structured to more effectively 

mitigate risk and realize the benefits of AI in administrative contexts.  



www.manaraa.com

71 

 

 

 

References 

Alpaydin, E. (2016). Machine Learning: The New AI. Retrieved from 

http://ebookcentral.proquest.com/lib/utoronto/detail.action?docID=4714219 

Angwin, J. (2016a, February 1). Sample COMPAS Core Risk Assessment. Retrieved from 

https://assets.documentcloud.org/documents/2702103/Sample-Risk-Assessment-

COMPAS-CORE.pdf 

Angwin, J. (2016b, May 18). Sample COMPAS Results. Retrieved from 

http://www.documentcloud.org/documents/2839240-Sample-Risk-Assessment-

COMPAS-Results.html 

Angwin, J., Larson, J., Mattu, S., & Kirchner, L. (2016, May 23). Machine Bias. ProPublica. 

Retrieved from https://www.propublica.org/article/machine-bias-risk-assessments-in-

criminal-sentencing 

Arkes, H. R., & Blumer, C. (1985). The psychology of sunk cost. Organizational Behavior and 

Human Decision Processes, 35(1), 124–140. https://doi.org/10.1016/0749-

5978(85)90049-4 

Baker v. Canada (Minister of Citizenship and Immigration), 2 Supreme Court Reports 817 

(Supreme Court of Canada 1999). 

Baldus, D. C., Woodworth, G., & Grosso, C. M. (2007). Race and Proportionality Since 

McCleskey v. Kemp (1987): Different Actors with Mixed Strategies of Denial and 

Avoidance. Columbia Human Rights Law Review, 39, 36. 

Barocas, S., Bradley, E., Honavar, V., & Provost, F. (2017). Big Data, Data Science, and Civil 

Rights. ArXiv:1706.03102 [Cs]. Retrieved from http://arxiv.org/abs/1706.03102 

Barocas, S., & Selbst, A. D. (2016). Big Data’s Disparate Impact (SSRN Scholarly Paper No. ID 

2477899). Retrieved from Social Science Research Network website: 

https://papers.ssrn.com/abstract=2477899 

BC Human Rights Tribunal. (n.d.). Leading Cases—Protected Characteristics. Retrieved July 21, 

2018, from BC Human Rights Tribunal website: http://www.bchrt.bc.ca/law-

library/leading-cases/protected-characteristics.htm 

Beatson, J. (2018). AI-Supported Adjudicators: Should Artificial Intelligence Have a Role in 

Tribunal Adjudication? Canadian Journal of Administrative Law & Practice; 

Scarborough, 31(3), 307–337. 

Benbouzid, B. (2018). Values and Consequences in Predictive Machine Evaluation. A Sociology 

of Predictive Policing. 31. https://doi.org/10.13140/RG.2.2.25512.67846 

Bender, P. (1983). The Canadian Charter of Rights and Freedoms and the United. McGill Law 

Journal, 28(4), 56. 

Blumenthal-Barby, J. S., & Krieger, H. (2015). Cognitive Biases and Heuristics in Medical 

Decision Making: A Critical Review Using a Systematic Search Strategy. Medical 

Decision Making, 35(4), 539–557. https://doi.org/10.1177/0272989X14547740 



www.manaraa.com

72 

 

 

 

Bolukbasi, T., Chang, K.-W., Zou, J., Saligrama, V., & Kalai, A. (2016). Man is to Computer 

Programmer as Woman is to Homemaker? Debiasing Word Embeddings. 

ArXiv:1607.06520 [Cs, Stat]. Retrieved from http://arxiv.org/abs/1607.06520 

Brantingham, P. J., Valasik, M., & Mohler, G. O. (2018). Does Predictive Policing Lead to 

Biased Arrests? Results From a Randomized Controlled Trial. Statistics and Public 

Policy, 5(1), 1–6. https://doi.org/10.1080/2330443X.2018.1438940 

Broussard, M. (2018). Artificial unintelligence: How computers misunderstand the world. 

Retrieved from http://go.utlib.ca/cat/12222450 

Calhoun, C. C. (2002). Adversarial system. In Dictionary of the Social Sciences. Retrieved from 

http://www.oxfordreference.com/view/10.1093/acref/9780195123715.001.0001/acref-

9780195123715-e-28 

Caliskan, A., Bryson, J. J., & Narayanan, A. (2017). Semantics derived automatically from 

language corpora contain human-like biases. Science, 356(6334), 183–186. 

https://doi.org/10.1126/science.aal4230 

CBC News. (2018). LAPD tries to predict crime through data analysis. Retrieved from 

https://youtu.be/F56v5xHt8g0 

Choo, C. W. (2005). The Knowing Organization: How Organizations Use Information to 

Construct Meaning, Create Knowledge, and Make Decisions. Oxford University Press. 

Corbett-Davies, S., Pierson, E., Feller, A., Goel, S., & Huq, A. (2017). Algorithmic decision 

making and the cost of fairness. ArXiv:1701.08230 [Cs, Stat]. 

https://doi.org/10.1145/3097983.309809 

Cummings, L. (2014). The “Trust” Heuristic: Arguments from Authority in Public Health. 

Health Communication, 29(10), 1043–1056. 

https://doi.org/10.1080/10410236.2013.831685 

d’Alessandro, B., O’Neil, C., & LaGatta, T. (2017). Conscientious Classification: A Data 

Scientist’s Guide to Discrimination-Aware Classification. Big Data, 5(2), 120–134. 

https://doi.org/10.1089/big.2016.0048 

de Laat, P. B. (2017). Big Data and Algorithmic Decision-making: Can Transparency Restore 

Accountability? SIGCAS Comput. Soc., 47(3), 39–53. 

https://doi.org/10.1145/3144592.3144597 

Degeling, M., & Berendt, B. (2018). What is wrong about Robocops as consultants? A 

technology-centric critique of predictive policing. AI & SOCIETY, 33(3), 347–356. 

https://doi.org/10.1007/s00146-017-0730-7 

Dieterich, W., Mendoza, C., & Brennan, T. (2016, July 8). COMPAS Risk Scales: Demonstrating 

Accuracy Equity and Predictive Parity. Retrieved from 

http://go.volarisgroup.com/rs/430-MBX-

989/images/ProPublica_Commentary_Final_070616.pdf 

Domtar Inc. V. Quebec (Commission d’appel en matière de lésions professionnelles), 2 SCR 756 

(Supreme Court of Canada 1993). 

Dunsmuir v. New Brunswick, 1 Supreme Court Reports 190 (Supreme Court of Canada 2008). 



www.manaraa.com

73 

 

 

 

European Commission. (2018a, April 10). EU Member States sign up to cooperate on Artificial 

Intelligence [Text]. Retrieved April 30, 2019, from Digital Single Market—European 

Commission website: https://ec.europa.eu/digital-single-market/en/news/eu-member-

states-sign-cooperate-artificial-intelligence 

European Commission. (2018b, October 24). Smart lie-detection system to tighten EU’s busy 

borders. Retrieved June 1, 2019, from 

https://ec.europa.eu/research/infocentre/article_en.cfm?artid=49726 

Executive Office of the President. (2016). Big Data: A Report on Algorithmic Systems, 

Opportunity, and Civil Rights. Retrieved from The White House website: 

https://obamawhitehouse.archives.gov/sites/default/files/microsites/ostp/2016_0504_data

_discrimination.pdf 

Flood, C. M., & Sossin, L. M. (Eds.). (2013). Administrative law in context (2. ed). Toronto: 

Emond Montgomery Publications. 

Frankish, K., & Ramsey, W. M. (Eds.). (2014). The Cambridge handbook of artificial 

intelligence. Cambridge, UK: Cambridge University Press. 

Freeman, K. (2016). Algorithmic Injustice: How the Wisconsin Supreme Court Failed to Protect 

Due Process Rights in State v. Loomis. North Carolina Journal of Law & Technology, 

18(5), 75. 

Government of Canada. (2019, February 5). Directive on Automated Decision-Making. Retrieved 

from https://www.tbs-sct.gc.ca/pol/doc-eng.aspx?id=32592 

iBorderCtrl. (2016a). Frequently Asked Questions | iBorderCtrl. Retrieved May 30, 2019, from 

https://www.iborderctrl.eu/Frequently-Asked-Questions 

iBorderCtrl. (2016b). Technical Framework | iBorderCtrl. Retrieved November 9, 2018, from 

https://www.iborderctrl.eu/Technical-Framework 

iBorderCtrl. (2016c). The project | iBorderCtrl. Retrieved November 9, 2018, from 

https://www.iborderctrl.eu/The-project 

iBorderCtrl. (n.d.). IBorderCtrl Traveller Information Guide. Retrieved June 2, 2019, from 

https://www.iborderctrl.eu/tua/#/main-container/user-instruction-page 

IEEE. (2016). Ethically Aligned Design: A Vision For Prioritizing Wellbeing With Artificial 

Intelligence And Autonomous Systems (No. 1). Retrieved from 

http://standards.ieee.org/develop/indconn/ec/ead_v1.pdf 

Jones, C. E. (2013). The troubling new science of legal persuasion: Heuristics and biases in 

judicial decision-making. Advoc. Q., 41, 49. 

Kagan, R. A. (2009). Adversarial Legalism: The American Way of Law. Retrieved from 

http://go.utlib.ca/cat/11345548 

Kahneman, D., Ritov, I., & Schkade, D. (1999). Economic preferences or attitude expressions?: 

An analysis of dollar responses to public issues. Journal of Risk and Uncertainty; New 

York, 19(1), 203–235. 

Kahneman, D., & Tversky, A. (Eds.). (2000). Choices, values, and frames. Retrieved from 

http://go.utlib.ca/cat/4235399 



www.manaraa.com

74 

 

 

 

Kahneman, D., Tversky, A., & Slovic, P. (Eds.). (1982). Judgment under uncertainty: Heuristics 

and biases. Retrieved from http://go.utlib.ca/cat/2611354 

Karppi, T. (2018). “The Computer Said So”: On the Ethics, Effectiveness, and Cultural 

Techniques of Predictive Policing. Social Media + Society, 4(2), 2056305118768296. 

https://doi.org/10.1177/2056305118768296 

Kilbertus, N., Rojas-Carulla, M., Parascandolo, G., Hardt, M., Janzing, D., & Schölkopf, B. 

(2017). Avoiding Discrimination through Causal Reasoning. ArXiv:1706.02744 [Cs, 

Stat]. Retrieved from http://arxiv.org/abs/1706.02744 

Knight v. Indian Head School Division No. 19, 1 Supreme Court Reports 653 (Supreme Court of 

Canada 1990). 

Kroll, J., Huey, J., Barocas, S., Felten, E., Reidenberg, J., Robinson, D., & Yu, H. (2017). 

Accountable Algorithms. University of Pennsylvania Law Review, 165(3), 633. 

Law, J. L. (2018). Enabling statute. In J. Law (Ed.), A Dictionary of Law. Retrieved from 

http://www.oxfordreference.com/view/10.1093/acref/9780198802525.001.0001/acref-

9780198802525-e-1321 

Law Reform Commission of Canada. (1980). Administrative Law, Independent Administrative 

Agencies, Working Paper 25 [Working Paper]. Retrieved from http://www.lareau-

legal.ca/LRCWP25.pdf 

Lazer, D., & Radford, J. (2017). Data ex Machina: Introduction to Big Data. Annual Review of 

Sociology, 43, 19–39. https://doi.org/10.1146/annurev-soc-060116-053457 

Lee, J. D., & See, K. A. (2004). Trust in Automation: Designing for Appropriate Reliance. 

Human Factors, 31. 

Lum, K., & Isaac, W. (2016). To predict and serve? Significance, 13(5), 14–19. 

https://doi.org/10.1111/j.1740-9713.2016.00960.x 

Macnish, K. (2012). Unblinking eyes: The ethics of automating surveillance. Ethics and 

Information Technology, 14(2), 151–167. https://doi.org/10.1007/s10676-012-9291-0 

Mann, T. M., & Blunden, A. B. (2010). Privative clause. In Australian Law Dictionary. 

Retrieved from 

http://www.oxfordreference.com/view/10.1093/acref/9780195557558.001.0001/acref-

9780195557558-e-2602 

Mergel, I., Rethemeyer, R. K., & Isett, K. (n.d.). Big Data in Public Affairs. Public 

Administration Review, 76(6), 928–937. https://doi.org/10.1111/puar.12625 

Merriam, S. B., & Tisdell, E. J. (2015). Qualitative Research: A Guide to Design and 

Implementation. Retrieved from 

http://ebookcentral.proquest.com/lib/utoronto/detail.action?docID=4040452 

Miller, E. J. (2015). Challenging Police Discretion (SSRN Scholarly Paper No. ID 2649696). 

Retrieved from Social Science Research Network website: 

https://ssrn.com/abstract=2649696 



www.manaraa.com

75 

 

 

 

Mittelstadt, B. D., Allo, P., Taddeo, M., Wachter, S., & Floridi, L. (2016). The ethics of 

algorithms: Mapping the debate. Big Data & Society, 3(2). 

https://doi.org/10.1177/2053951716679679 

Northpointe. (2015, March 19). Practitioner’s Guide to COMPAS Core. Retrieved from 

http://www.northpointeinc.com/downloads/compas/Practitioners-Guide-COMPAS-Core-

_031915.pdf 

O’Leary, D. E. (2013). Artificial Intelligence and Big Data. IEEE Intelligent Systems, 28(2), 96–

99. https://doi.org/10.1109/MIS.2013.39 

Parasuraman, R., & Riley, V. (1997). Humans and Automation: Use, Misuse, Disuse, Abuse. 

Human Factors: The Journal of Human Factors and Ergonomics Society, 39(2), 230–

253. https://doi.org/10.1518/001872097778543886 

Parasuraman, R., Sheridan, T. B., & Wickens, C. D. (2000). A model for types and levels of 

human interaction with automation. IEEE Transactions on Systems, Man, and 

Cybernetics-Part A: Systems and Humans, 30(3), 286–297. 

PredPol. (2018). Overview. Retrieved May 29, 2019, from PredPol website: 

https://www.predpol.com/about/ 

PredPol. (2018). Predictive Policing Technology. Retrieved May 30, 2019, from PredPol 

website: https://www.predpol.com/technology/ 

Puente, M. (2019, May 5). LAPD to scrap some crime data programs after criticism. LA Times. 

Retrieved from https://www.latimes.com/local/lanow/la-me-lapd-predictive-policing-big-

data-20190405-story.html 

Rehaag, S. (2017). “I Simply do not Believe...”: A Case Study of Credibility Determinations in 

Canadian Refugee Adjudication. Windsor Review of Legal and Social Issues, 38, 34. 

Romei, A., & Ruggieri, S. (2014). A multidisciplinary survey on discrimination analysis. The 

Knowledge Engineering Review, 29(5), 582–638. 

https://doi.org/10.1017/S0269888913000039 

Shipley, D. E. (2008). Due Process Rights Before EU Agencies: The Rights of Defense. GA. J. 

INT’L & CoMP. L., 37(1), 52. 

Smith, M. (2018, October 30). Can we predict when and where a crime will take place? 

Retrieved from https://www.bbc.com/news/business-46017239 

Smith, M. (2019). Review of Selected Los Angeles Police Department Data-Driven Policing 

Strategies (p. 52). Retrieved from Office of the Inspector General website: 

http://www.lapdpolicecom.lacity.org/031219/BPC_19-0072.pdf 

State v. Loomis, 881 N.W.2d 749 (Supreme Court of Wisconsin 2016). 

Thompson, D. (2019, June 20). Should We Be Afraid of AI in the Criminal-Justice System? The 

Atlantic. Retrieved from https://www.theatlantic.com/ideas/archive/2019/06/should-we-

be-afraid-of-ai-in-the-criminal-justice-system/592084/ 

Thompson, S. (2018, September 24). “Predictive policing” just a new spin on old law 

enforcement biases, critics say | CBC News. CBC. Retrieved from 



www.manaraa.com

76 

 

 

 

https://www.cbc.ca/news/world/crime-los-angeles-predictive-policing-algorithms-

1.4826030 

Treasury Board Secretariat of Canada. (2018). RFI for AI Services, solutions and Products 

(White Paper No. 000). Retrieved from Government of Canada website: 

https://buyandsell.gc.ca/cds/public/2018/06/28/05baa93c08b6f2d3000855170f831066/A

BES.PROD.PW__EE.B017.E33657.EBSU000.PDF 

Trump, D. (2019). Executive Order 13859: Maintaining American Leadership in Artificial 

Intelligence. Federal Register, 84(31), 3967–3972. 

United States Probation and Pretrial Services, W. D. of W. (n.d.). Presentence Investigation | 

Western District of Wisconsin. Retrieved May 30, 2019, from 

https://www.wiwp.uscourts.gov/presentence-investigation 

Washington, A. L. (2018). How to Argue with an Algorithm: Lessons from the COMPAS-

ProPublica Debate. Colo. Tech. LJ, 17, 131. 

WIRED. (2018). How Cops Are Using Algorithms to Predict Crimes. Retrieved from 

https://youtu.be/7lpCWxlRFAw 

Wisconsin State Public Defenders. (2014). Using the COMPAS Electronic Pre-Sentence 

Investigation Report (p. 20). Retrieved from 

https://www.wispd.org/attachments/article/272/COMPAS%20PSI%20Presentation%20b

y%20DOC.pdf 

Wisser, L. (2019). Pandora’s Algorithmic Black Box: The Challenges of Using Algorithmic Risk 

Assessments in Sentencing. Am. Crim. L. Rev., 56, 1811. 



www.manaraa.com

77 

 

 

 

Appendix A: COMPAS Risk Assessment Survey 

 



www.manaraa.com

78 

 

 

 

 



www.manaraa.com

79 

 

 

 

 
 

(Angwin, 2016a). 



www.manaraa.com

80 

 

 

 

 

Appendix B: Sample COMPAS Risk Assessment  

 

(Angwin, 2016b). 
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Appendix C: Sample Presentence Investigation Report 
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Appendix D: Example PredPol Hotspot Map 
 

 

(Benbouzid, 2018, p. 3). 


